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Two analytical methods are proposed to evaluate the extent [to which the age-
related influences in a set of variables are independent of one another. Application
of the methods to 16 different data sets, representing ja total of [169 variables and
4505 subjects| reveals that as few as one or two distinct factors may be sufficient
to account for a large proportion of the age-related vz‘iriance in @ variety of cog-
nitive variables. These results therefore imply that a ‘relatively; :small number of
independent {‘causes” may be responsible for a substantial percentage of the
age-related declines apparent in many measures of cognitive fu1:1ctioning. © 1994

Academic Press, Inc.

|

A major issuie in the area of aging and cognition is wfxat are the causes
of the well-documented negative relations between age and measures of
cognitive funcﬂioning. It is useful when considering tﬁis issue to distin-
guish three related questions: (1) Why are the| age differences larger in
some variables| than in others? That is, what mechanisrﬂs can account for
the variation in the magnitude of age-related ef{"ects across different cog-
nitive Variablesj? (2) When age differences are found in one variable, are
they independ#nt of the age-related inﬂuencesz operatjing in other vari-
ables? That is| given that age differences are present in a number of
variables, how‘many distinct factors contribute to these differences? 3)
How many distinguishable factors are responsiﬁle for the age differences
apparent in a particular variable, and what is the relatioﬁjship among those
factors? ‘ ‘
These three huestions are clearly not independent; but it may be pro-

ductive to consider them separately. The focus in this|article will be on

the second queistion because not only is knowlédge abcj)jut the number of
distinct influences contributing to the agc-rclate‘d differences in cognition
interesting in its own right, but information of this type| should ultimately
facilitate resealjch concerned with identifying th¢ mechafrflisms responsible

for differential |age-related influences, and wit‘ specifying the multiple
|
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Fic. 1. Tllustration of the distinction between the number of observable variables, #, and
the number of hypothesized causes, m, of the age differences in those variables.

determinants that might be contributing to the age differences evident
within a single variable.

Of primary interest in the current context is whether the age-related
influences in one age-sensitive cognitive task are independent of the age-
related influences in other cognitive tasks. Stated somewhat differently,
are there any common factors contributing to the age differences ob-
served across a variety of different cognitive measures? In terms of the
schematic representation in Fig. 1, the key question is whether, and if so
by how much, m, the number of hypothesized factors responsible for the
observed age-related differences, is smaller than n, the number of vari-
ables exhibiting differences significantly related to age.

Age-related differences have been documented in many different types
of cognitive variables (e.g., for recent reviews see Craik and Salthouse,
1992; and Salthouse, 1991a), but it is not yet clear whether the differences
apparent in one variable are independent of those found in other vari-
ables. A useful method of conceptualizing the relations among two vari-
ables with each other and with age involves expressing the variance in
each variable in terms of Venn diagrams, as in Fig. 2.

The overall degree of dependence between two variables such as 1 and
2 corresponds to the square of the correlation between them, which is
represented in Fig. 2 as the ratio of region [a + b} over region [a + b +
¢ + €] when variable 1 is the reference, or as the ratio or region [a + b]
over region [a + b + d + f] when variable 2 is the reference.! However,

1 Note that because the area of the entire circle is assumed to be 1.0, the region[a + b +
¢ + el is equivalent to the region [a + b + d + f], and hence the ratios for variables 1 and
2 are identical and symmetric. Not all ratios of shared to total variance need be symmetric,
however, and the ratios are described separately for the two variables to emphasize this fact.
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FIG. 2. Venn diagrams illustrating regions of variance for two vanables and age. The total
area of each circlelis 1.0, and the overlapping regions represent shared variance.

the age-related variance in variable 1 corresponds only to the region la-
beled b + ¢, and the age-related variance in variable 2. corresponds only
to the region labeled b + d. Therefore, if the goal is| 'to determine the
proportion of age-related variance in variable 2 that is shared with vari-
able 1, then itlis the ratio b/[b + d} (or b/[b |+ c] 1f ivariable 1 is the
reference) that is of greatest relevance. For thrs partlcular purpose there
is little interest in the influences on regions 4, e, and f because those
regions represeht variance that is independent of age. That is, if the goal
is to investigate posmble commonalities in age-related 1nﬂuences then a
reasonable strategy is to focus on the age-related variance in the vari-
ables, which is represented by regions b + ¢ for varlable 1 and regions b
+ d for variable 2. Adoption of this strategy does not 1mp1y that other
proportions of ¥ anance are unimportant, but merely reflects the present
goal of attemp 1ng to account for the sources of the age -related differ-
ences in cognitive performance. l

Figure 2 also|illustrates that each variable can be postulated to consist
of four distinct types of variance. These are; shared| jage-independent
variance, corresponding to region a; shared age—relatedl variance, corre-
sponding to reélon b; unique age-related variance, corrcspondmg to re-
gion ¢ for Varlable 1 and region d for variable 2; and unique age-
independent valrance corresponding to region e for Varréble 1 and region
f for variable 2 Although not represented in the ﬁgure the unique age-
independent variance can also be considered to be composed of variance
specific to that yariable, and variance that is unsystematlc or unreliable.

OVERVIEW OF PROPOSED METHODS

: l
The analytic methods to be used for panltlonlng age ‘related variance

into common and unique components differ in an 1mport£1nt respect from
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existing procedures because the interest is not in the overlap of the total
variance in the variables, but only in the overlap of the age-related vari-
ance. This distinction is illustrated in Fig. 3, where on the left the factors
are formed because of overlap in the total variance in the variables, but on
the right the factors are based on the overlap of only the age-related
variance in the variables. Because the current goal is to identify relations
that might exist among only the age-related variance in the variables, and
not among the total variance in the variables, the right panel most closely
represents the desired situation in the present context.

One method of accomplishing the desired partitioning is to restrict the
analyses to only the proportion of the age-related variance that is shared
between two variables. That is, the focus could be on the variance com-
mon to two variables relative to only the age-related variance in each
variable and not relative to the total variance in the variables. In terms of
Fig. 2, the analyses would be based on ratios of b to b + d for variable 2,
and b to b + c¢ for variable 1. These ratios can be expressed in the form
of a special type of correlation (Salthouse, 1992a) and the resulting cor-
relation matrix analyzed by conventional factor analysis procedures.

A second possible method of partitioning the age-related variance in a
variable into common and unique components is based on structural
equation models. Kliegl and Mayr (1992) and McArdle and Prescott (1992)
have recently described models in which the relevant variables are related
to one another through a common factor, which in turn is related to age.
(Also see Lindenberger, Mayr, and Kliegl, 1993, for another example of
this type of model.) if the model can be assumed to provide an adequate
fit to the data, it is possible to use the path coefficients from the model to
estimate the common age-related variance in a given variable (i.e., region
b) which can then be compared with the total age-related variance in the
variable (i.e., region b + c¢ for variable 1, or b + d for variable 2).

Traditional Desired

Age,v1

V1
F ///’b;b+c+e) FA /(b+°)
A
@+b) T v, (b) T Age,V,

(@+b+d+1) ®+d
Fm - Vn Fm - Age,Vn
Fi1G. 3. Contrast between the outcome of traditional factor analyses based on all of the

variance in each variable (left) and the outcome of the desired factor analyses based on only
the age-related variance in each variable (right).
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JUASI-PARTIAL CORRELATION METHOD

analytical technique involves the use of multiple regres-

sion and correlatlon procedures to derive estlmates of different propor-

tions of varianc
illustrated with
1992b) and 305
performed the
perceptual spee

e (Salthouse, 1992a). Application of thls technique can be
data from two recent projects in whlch 910 (Salthouse,
(Salthouse, 1993b) adults between 18 and 84 years of age

Wechsler (1981) Digit Symbol Substitution Test and two

d tests, letter comparison and pattern comparison. A com-

posite perceptual speed variable was formed for“each rescarch participant
by averaging his or her z-scores for the letter|comparison and pattern
comparison me‘asures Three variables were thus available in each study:
age, a perceptual speed composite, and Digit Symbol score.

Flgure 4 dlslﬂays the estimates of each variance prol‘)ortlon and sum—
marizes the ml!ﬂhple regression methods used to derive the estimates.?

Notice that abput 50% (54.0 and 46.2%) of tHe total| |variance in Digit
Symbol score is shared with the composite perceptual speed variable
(i.e., [a + b]).] However, less than 30% (28.9 and 26.1%) of the Digit
Symbol Varlanc‘e is related to age (i.c., [b + d)). Add1t10nal computations
are therefore necessary to determme the proportlon of the age-rclated
variance in the Digit Symbol score that is shhred w1“[h the perceptual
speed measure‘ One method by which this mlght be accomplished in-
volves dividing|the estimate of the common age-related; variance (bpg) by
the total age- related variance (b + d). Alterndtively, ithe proportion of
age-related variance that is unique [d/(b + d)] can be subtracted from 1.0
to yield the pr(l)portlon of age-related variance that is not umque and is
shared. Ratios bf shared (b) to total (b + d) agL:—related variance for the
displayed data b.re .972 for the sample of 910 and .923 for the sample of
305.

These values‘lndlcate that although only about 50% of
in Digit SymboJ

95% (97.2 and|

the total variance
score is shared with the perceptual speed variable, nearly

shared, or in ¢
speed variable.

7.7%) of the age
independent of

92.3%) of the age-related Varﬁance in: that variable is
ommon, with the age-related variance in the perceptual
Expressed somewhat dlfferently, only about 5% (2.8 and
-related variance in the Digit Symbol score 1s unique, and
the age-related variance in the perceptual speed variable.

It is 1nformaﬁ1ve to contrast the ratios of shared age-related variance

with the ratios
variable these 1z

2 Two different ¢

;)f shared variance unrelated to age. For the Digit Symbol

‘tter values correspond to reglon a relatlye to regions [a +

|
stlmates are provided for the a and b regions because estimates of the

proportions of vandnce in the two variables obtained from the hierarchical regression anal-

yses are not necessarily symmetric.
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Perceptual Speed Digit Symbol
(PS) (DS)

(e

Age

Region Estimates Derived By
n=910 n=305

(1) a+b+c 626 540 R’ in PS from DS and Age
@ a+b+d 548 482 R inDS from PS and Age
3 a+b 540 462  R'inDS from PS

4 b+c 412 343 RinPSfromAge

(5) b+ d .289 261 Rain DS from Age

(6) a, 214 197 Inerin R’in PS from DS after Age
] a 259 221 Incr. in Rin DS from PS after Age
(8) c .086 .078 Incr. in R%in PS from Age after DS
© d 008 020 Incr.inR%in DS from Age after PS
(10) e 374 460 Subtraction of (1) from 1.0
(11) f 452 518 Subtraction of (2) from 1.0
(12) b os 281 241 Subtraction of (9) from ()
(18) b 326 265 Subtraction of (8) from (4)

PS
Fic. 4. Illustration of relevant regions of variance and estimates of those variance pro-
portions from two data sets.

f]. The ratios based on the estimates from the values in rows 6 and 11 in
Fig. 4 are .364 for the data based on 910 subjects and .299 for the data
based on 305 subjects.

The three types of variance ratios just described make it possible to
specify: (a) the proportion of the fotal variance in variable 2 that is shared
with variable 1, ((a + bl/[a + b + d + fI); (b) the proportion of the
age-related variance in variable 2 that is shared with the age-related vari-
ance in variable 1, (b/[b + d]); and (c) the proportion of the age-
independent variance in variable 2 that is shared with the age-independent
variance in variable 1, (a/[a + f]). In the two data sets summarized in Fig.
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4, these values ére .540, .972, and .364, respectively, forithe sample of 910

and .462, .923, énd .299, respectively, for the sample of 305. Dramatically

different estimates of the magnitude of the relation between the two vari-

ables can therefore be obtained depending on the particular variance be-

ing analyzed. ‘ ‘

Thus, even iﬂ:two variables are distinct in the sense of having substan-
tial unique varidnce, they may be very similar with respect to the overlap
of their age—reléted variance. The preceding example iIIustrates that the
age-related infl lences on two variables may be almost jcompletely over-
lapping even if the variables share only about half of their total variance.
Furthermore, the proportion of shared variance| that is unrelated to age
may be quite different from the proportion of shared variance that is
related to age. 1 | ‘

Because ratios of variance can be interpreted in terms of correlation
coefficients, it i‘% possible to express the ratio of shared to total age-related
variance as a correlation coefficient. That is, one 1f0rmula for a correlation

coefficient is ‘ :

r = V(Icove)varlicov(xy)ivar()]). )

Because the b region in Fig. 4 can be considered analogous to a covari-
ance estimate and the (b + ¢) and (b + d) regions conéidered analogous
to estimates of variance, they can be used to detive wHat can be termed
a quasi-partial correlation, that is, f‘ !

0 = Vibpg/® + dlibgs/tb + D). @)
| |
Because the regions in Fig. 4 correspond to profaortionjsl of variance, the
geometric mean of the ratios corresponds to the squf:ire of the quasi-
partial correlation. Substituting the values from Fig. 4/in this equation
reveals that the‘ quasi-partial correlations are .936 for tt;le sample of 910
and .919 for the sample of 305. By contrast, the simple correlations be-
tween the composite perceptual speed and Digit Symikt}Jol variables are
735 and .680 for the samples of 910 and 305, respectively, and the partial

correlations excluding age-related variation are .603 anc:l! .547 for the two
samples, respeétively. wi

The quasi-pahial correlation can be thought of as the converse of a
partial correlati&n because although in both cases the goa%p is to specify the
variance comm‘on to variable 1 and variable 2, the p‘értial correlation
procedure excludes age-related variance (i.e., it reflects the ratio of a/ [a +
f]), whereas the quasi-partial correlation procedure is ‘;estricted to age-
related variance (i.e., it reflects the ratio of b/[b|+ d]). It is important to
emphasize that| the three types of correlations are bélscd on different

proportions of variance in the sense that the variance estimates in the
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denominator of the ratios are all different. Because of this property, the
three types of correlations are not directly comparable, although they are
clearly related to one another.> Moreover, because regions e, f, and g
represent unreliable variance as well as specific variance, ratios with
these terms in the denominator (i.e., correlations and partial correlations)
are likely to be somewhat smaller than ratios with only reliable variance
in the denominator (i.e., quasi-partial correlations).

At least two methods can be used to compute the covariance—variance
ratios used in quasi-partial corrclations. Both involve subtracting an ¢s-
timate of region d from an estimate of the sum of regions b + d and then
dividing this difference by the estimate of the sum of regions b + d.
(Analogous procedures are used to derive estimates of the ratios of cto b
+ ¢ for variable 1, and hence only the procedures for variable 2 are
described.) A method based on hierarchical multiple regression can be
expressed with the following formula:

b/b + d) = V(IR pge — R:1a5e — RHDUR, 0g). ()

The relevant ratios can also be derived from simple correlations. First,
the semipartial correlation of age and variable 2 controlling variable 1
(corresponding to the square root of the ratio of region d to the sum of
regions [a + b + d + f]) is computed:

SF> Age,1 = [rZ,Age - (rl.ﬁ(rl,Age)]/ \/—(1 - rzl,Age)' (4)

Next, the ratio of age-related covariance to variance is computed from the
following formula:

bib + d) = V ([P 400 — 52.800.1)/ 2. g0)- ®)

The final step in the computation of the quasi-partial correlation involves
determining the square root of the geometric mean of the ratios for the
two variables, as indicated in Eq. (2).

There is at least one potential problem with quasi-partial correlations
that needs to be considered before attempting to compute and interpret
them. This is that the estimate of variance common to three variables,
represented by region b in Figs. 2 and 4, could be negative if there are
suppression effects or if the correlations have opposite signs. Because
negative values are not meaningful as proportions of variance, several

3 As pointed out by a reviewer of an earlier version of the manuscript, the relations among
the correlations can be described according to the equation r* = \/_[(b1 + c)b, + d)][rq“asizl
+ Vi, + &)@ + Dllrpara’]:
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authors have cautioned against ever interpreting estimates representing
the overlap of {hree variables as proportions of| variance (e.g., Cohen &
Cohen, 1983, p‘ 90, 145; Pedhazur, 1982, p. 210). |

Although negative values for variances are clearly th meaningful, it is
instructive to evaluate the severity of this potential problem in terms of
the likelihood of its occurrence, and the consequences it has for the
interpretation O‘T estimates of proportions of shared age-related variance.
With respect t& the first point, although there are many possible combi-
nations of corr#lations that could result in suppressor effects, analyses of
932 pairs of variables (described below) revealed only one case in which
the quasi-partiaﬁ correlation could not be compuked because of a negative
estimate for the region corresponding to b (i.e., the variance common to
age and the two“ variables). Of course, one reason for this small incidence
may be that thé analyses were restricted to variables with negative age
correlations of ‘\— .1 or greater, but it is important to note that at least
within certain ¢onditions, the prevalence of negative estimates for the
critical region of shared variance among three variables is quite low.
Moreover, limiting analyses to these conditions seems justified because it
is probably not‘imeaningful to attempt to partition smaller proportions of
age-related variance. ! i

Now consider how negative estimates of region b might be interpreted.
One possible interpretation is that when negaﬂive estimates of b occur
they are merel); errors of estimation, and that the true value of b is very
close to zero. Another interpretation is that although values less than zero

may reflect the existence of genuine suppress‘or effe(l:ts, these effects

might reasonably be ignored and the relationibetween the age-related
variance in the/two variables assumed to be zéro. Under both of these
interpretations,|therefore, it would be reasonable to compute quasi-partial
correlations by replacing a negative estimate for region b with a zero, and
in effect claiming that the two variables had no age-related variance in
common. This f)rocedure was followed in the analyses reported below.

| ; i
APPLICATION OF QUASI-PARTIAL CORRELATION METHOD

If quasi—pal’[iLﬂ correlations are considered meaningful, then it should
be possible to aﬁlalyze them with the same types of prodedures used with
simple correlatf?ons. In particular, exploratory, and possibly confirma-
tory, factor analysis procedures could be used to determine the degree to
which the variancc in the variables under consideration is shared or
unique. The maﬁor difference from more traditional ani‘]yses is that now
the correlations|reflect only the proportion of the shared variance that is
also related to age, rather than the proportion of the total variance that is
shared. }

Application of these procedures can be illustrated witl} idata reported by
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McArdle and Prescott (1992). These investigators described analyses of
data from 1680 adults between 16 and 7S years of age on subtests of the
Wechsler Adult Intelligence Scale-Revised (Wechsler, 1981). Because
the interest here is in attempting to partition the age-related variance in
the variables, only those variables from their analysis with zero-order age
correlations of at least —.1 are considered. The top part of Table 1 con-
tains the original matrix of correlations for the relevant variables as well
as age. The middle part contains the matrix of partial correlations, and the
bottom part contains the matrix of quasi-partial correlations.

Medians for the three types of correlations were .63, .58, and .90 for the
original, partial, and quasi-partial correlations, respectively. As was the

‘case in the example with the perceptual speed and Digit Symbol variables,

the variables had a greater degree of overlap with respect to their age-
related variance (.90° = 81.0%) than with respect either to their total
variance (.63% = 39.7%) or to their variance that was unrelated to age
(.58% = 33.6%).

An exploratory principal components analysis was conducted on each
correlation matrix to determine the proportion of variance associated with
successive components. The cumulative proportions of variance associ-
ated with the first four factors in the principal components analysis on
each matrix were: .69, .80, .88, and .94 for the original correlations; .66,
.78, .86, and .94 for the partial correlations, and .91, .95, .98, and .99 for
the quasi-partial correlations.

TABLE 1
CORRELATION MATRICES FROM MCARDLE AND PRESCOTT (1992), n = 1680
1 2 3 4 S Age
Original correlations
1 Simil — .638 .596 .603 532 —.216
2 PictCom — 657 645 .646 —.336
3 BikDes — 616 .699 -.387
4 PictArr — .539 —.416
5 ObjAssm — —.342
Partial correlations

1 Simil — 615 .569 .578 499

2 PictCom — .607 .590 .600

3 BikDes — 543 654

4 PictArr — 464

5 ObjAssm —

Quasi-partial correlations

1 Simil — .893 .853 .836 .850

2 PictCom —_ 926 916 926 -

3 BikDes — 907 943

4 PictArr — .863

5 ObjAssm _
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Both the median correlations and the principal components analyses
therefore reveal that the proportion of shared age-related variance among
the variables in'the McArdle and Prescott (1992) data set was greater than
that evident in|either the total variance, or in the age—iindependent vari-
ance. For example, 90% of the variance is accounted for by only one
component in the age-related variance (quasi-partial correlations), but
four distinct components are required to account for this much variance
in analyses of the total variance (original correlations) and the age-
independent va iance (partial correlations). ‘

The results just described imply that the number of distinct age-related
influences on ('Jognitive, functioning is considerably smaller than the num-
ber of variables used to assess cognitive functiqning. Moreover, the num-
ber is also smbller than the number of distinct groupings of variables
inferred to exis}t on the basis of analyses of either the total variance or the
age-independeﬂgt variance. Fewer factors therefore need to be postulated
to account for comparable amounts of the variance related to age than of
the total variance or of the variance independent of age. At least some of
the difference across analyses of different types of variance may be re-
lated to the inélusion of unreliable variance in the denominators of the
ratios of total 4nd age-independent variance blt not in the ratio of age-
related variande. In fact, if reliability estimates were available for all
variables then ‘the correlations could be adjusted for éttcnuation due to
unreliability, and these adjustments would likely result in a greater infla-
tion of the orig‘inal and partial correlations than of thej iquasi-partial cor-
relations. However, the major point from the present perspective is that
a very large proportion of the age-related variance in these variables
appears to be shared with other variables, rather than being unique and
independent. | :

The generali#y of the results just described was examined by conduct-
ing similar analyses on other sets of data collected in my laboratory over
the past 5 year%. Criteria for the selection of data sets were that the study
must have involved at least six variables from 100 or r@ore adults across
a wide range 01‘L ages, and that the age correlations for all of the variables
retained for adalyses were —.l or greater. Major chaﬁacteristics of the
data sets are simmarized in Table 2, with the variables included in the
analyses from éach set listed in Appendix A. It should be noted that the
samples in all but data sets 10 and 11 consisted of approximately the same
number of adufts in each age decade from the 20s thr();Ugh the 70s.

The frequen&‘y distributions of the square of e?ch typejiof correlation for
the 855 pairs ofjvariables from these studies are illustrated in Fig. 5. These
data clearly indicate that, on the average, the ﬁroportfdn of shared age-
related variance is considerable and generally larger 3th}an the proportion
of shared total rariance or shared age-independt‘znt vaﬂ#nce. It can there-




L o i

424 TIMOTHY A. SALTHOUSE

TABLE 2
DESCRIPTION OF DATA SETS
Study No. of subjects No. of variables
1 Salthouse and Mitchell, 1990 383 6
2 Salthouse et al., 1988, Study 1 129 11
3 Salthouse et al., 1988, Study 2 233 12
4 Salthouse and Babcock, 1991, Study 1 227 8
5 Salthouse and Babcock, 1991, Study 2 233 9
6 Salthouse, 1991b, Study 1 221 7
7 Salthouse, 1991b, Study 2 223 9
8 Salthouse, 1991b, Study 3 228 9
9 Salthouse, 1993b 305 18
10 Salthouse, 1993a, Study 1 100/100° 9
11 Saithouse, 1993a, Study 2 77/69¢ 13
12 Salthouse, 1994, Study 1 246 20
13 Salthouse, 1994, Study 2 258 15

@ Young adults (ages 18 to 33)/old adults (ages 55 to 89).

fore be inferred that, as in the McArdle and Prescott (1992) data, there is
substantial overlap of age-related variance across different variables.

The cumulative proportions of variance associated with the first four
principal components based on the matrices of original, partial, and quasi-
partial correlations for the 13 data sets described in Table 2 are presented
in Table 3. As in Table 1, a small number of distinct influences is needed
to account for a large proportion of the age-related variance in the vari-
ables. That is, in analyses based on between 6 and 20 variables the first
component is associated with an average of 75% of the age-related vari-
ance, and the first and second components together account for 86% of
the age-related variance.

NATURE OF PRESUMED COMMON FACTORS

Additional analyses were conducted on the quasi-partial correlation
matrices in an attempt to specify the identity of the primary factors pre-
sumed to contribute to the age-related differences in cognition. The anal-
yses used for this purpose were principal component analyses, specifying
two factors with a promax rotation. The variables with the highest load-
ings on each of the two components are summarized in Table 4.

There are three major findings to be noted from Table 4. The first is that
the two components are moderately correlated with one another in all
data sets, with a median correlation of .59 and a range of .40 to .74. Even
when two separate components are specified, therefore, the correlations
between them are substantial and thus the components are not completely
independent. The second interesting aspect of Table 4 is that in all of the
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aol Total Variance
25t Mean = 189
Median = 144
201
15
10
5
—l
|
8, 30 Age-Independent Variance ‘
.g 25 Mean = .104 |
8 Median = .063
5 20 !
n_ I
§ 15
o 10
=
e 3
L — e
aol Age-Related Yariancs
25t Mean = .500
Median = 520
20F
181
10}
5 L
0.4 .2 3.4.5.6..8.910
Proportion of Shared Variance |
i
Fi1G. 5. Frequency distributions of 855 proportions of s}iared variance relative to the total
I

(top), age-independent (middle), and age-related (bottom) variance:

1 |
analyses, variables representing speed of processing ha%we high loadings in

at least one component. Whether the speed \\/ariables‘ load primarily on
the first or second component varies according to the other variables
included in thé data set, but it is clear that speéd Varia{‘l‘)les are prominent
in at least one of the major components ident‘ﬁﬁed in gach of these anal-
yses. Processing speed therefore appears to beiimportz{ﬁt in at least one of
the major factors contributing to age-related in‘ﬂuence‘;sl on cognition. The
final point to note regarding Table 4 is that only three variables have less
than 50% of their age-related variance shared with the two components.
This indicates|that for most of the variables in these sﬂ‘llldies, the majority
of the age-related variance was shared with other Vari&:bles and thus may

have been determined by the same inﬂuencesL
In order to examine the possibility that the

|

esults erorted in Table 4
I
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TABLE 3
CUMULATIVE PROPORTION OF TOTAL VARIANCE ASSOCIATED WITH
SuccessiVE COMPONENTS

Original Partial Quasi-Partial
Data set 1 2 3 4 1 2 3 4 1 2 3 4

1 55 73 82 9 52 .71 81 89 83 93 96 98
2 33 49 60 69 28 45 56 65 58 75 86 91
3 35 50 59 67 24 43 53 61 61 79 86 91
4 64 74 81 87 .52 66 .75 82 88 93 96 98
5 58 71 77 83 49 63 .71 77 84 92 94 96
6 64 76 83 8 51 67 .76 85 89 94 96 98
7 47 64 73 80 36 .55 .66 75 71 88 92 95
8 52 68 76 82 41 60 .70 77 78 93 96 98
9 50 60 67 72 41 .53 61 66 78 85 90 93
10 55 68 77 84 40 .55 66 74 76 88 92 95
11 57 68 75 80 32 46 57 65 78 86 91 93
12 36 46 53 59 24 35 44 51 63 75 81 87
13 39 51 59 66 30 43 52 60 67 80 87 91

Mean 500 63 71 78 38 54 .64 :71 :75 :86 :91 :94

might be restricted to data sets with a large number of speed variables,
identical analyses were conducted on three additional data sets containing
a greater variety of variables. Characteristics of these data sets and the
results of the relevant analyses are presented in Appendix B. It is appar-
ent that the major results of Tables 3 and 4 were replicated in that: (a) the
estimates of the shared age-related variance were high, both in absolute
terms and relative to the estimates of shared total or age-independent
variance; (b) the components werc moderately correlated with each
other; (c) a speed variable, either Digit Symbol Substitution or Digit Cod-
ing, was prominent in the first component in each analysis; and (d) none
of the variables had commonality values of less than .5, indicating that the
majority of the relevant variance was shared with the other variables.

SINGLE COMMON FACTOR METHOD

Estimates of the proportion of shared or common age-related variance
in a given variable can also be derived from a structural equation model
in which the variables are associated through a single common factor.
That is, in terms of Fig. 1, the value of m, representing the number of
distinct factors, is postulated to be 1. The method to be used is a modi-
fication of one proposed by Kliegl and Mayr (1992), who postulated that
age could have linkages both to the common factor and to each variable.
However, it is not necessary for the current purpose to specify direct
paths between age and each variable because the total age-related vari-
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ance in a partic#ular variable can be contrasted with the proportion of

age-related varignce in that variable assumed to be mediated through the
common factor. lThlS latter value is analogous to region b in Fig. 2 and can
be estimated from the product of the squares of the standardlzcd path
coefficients. The desired partitioning of the age-related variance can
therefore be ac ;omphshed by contrasting the square of the correlation
between age and the variable, representing the total age -related variance
corresponding to region (b + ¢), or region (b + d) for Varlable 2, with the
estimated propo‘rtlon of common or shared age-related jvariance derived
from the produc ¢ of the squared path coefficients \correspondlng to region
b. Note that altﬂough this procedure relies on a structural equation model
with a latent construct the focus is on partitioning thewage-related vari-
ance at the leveh of observed or manifest variables. |

The proceduré will be illustrated with the McArdle and Prescott (1992)
data presentedr Table 1. Standardized coefficients from the single com-

|
mon factor mo

el derived from the correlation matrlx in the top part of
Table 1 are port}ayed in Fig. 6. Because the coefficients in this figure are
standardized, the square of the coefficient represents the proportion of
variance in the ¢‘r1ter10n variable associated with the predlctor variable to
which it is lmkeﬁ by an arrow. To illustrate, the proportlon of variance in
the common fadtor that is associated with age is .436% pr .190, and that
unrelated to agé is .9007 or .810. The manifest vﬁrlables in the bottom of
the figure have a common factor influence, represented\ by the square of
the coefficient tLrorn the common factor, and a unique ‘factor influence,

corresponding ‘o an undifferentiated mixture of spemﬁc variance and

unreliable varlar‘lce An estimate of the proportion of common age-related

variance in each‘ manifest variable can be denved from the product of the
squares of the ge -Common coefficient and the{Common—Varlable coef-
ficient. For example, the estimate for the Slmllarlty variable is
(.4365)(.734%) or\ 102.

Values of the\ actual proportion of age- related Vanance derived from
the square of tlﬁe correlation between age and the vanable and the esti-
mated proportion of common age-related variance obtalncd from the co-
efficients in Flg‘ 6, are contained in Table 5. It'is 1mmed1ately apparent
that some of the‘ entries in the second column are larger than those in the
first column. Bécause this implies that the proportion | ‘of common age-
related Varlance is greater than total proportion of age—;elated variance,
these anomaheé require some expldndllon Some minor discrepancies
might be cxpecﬂpd due to errors in estimation, but it seems unlikely that
discrepancics of] this magnitude originate solely for that} reason. Another
possibility is that specific age-related influences could be opposite in di-
rection to the co “mmon age-related influences, and thus ‘serve to suppress
the common mhuence Although it is conceivable that common age-
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TABLE 4

VARIABLES WITH LLOADINGS GREATER THAN OR EQUAL TO .8 AND VARIABLES WITH
COMMUNALITIES LESS THAN .5 FROM A Two-COMPONENT PRINCIPAL COMPONENTS
ANALYSIS WITH PROMAX ROTATION

Variables with

Data set r(I,II) Component 1 Component 11 < 5

1 .65 Spatial/reasoning Speed
PapFld FindAs
SurDev NumCom

. Shipley LetSet

LetSet

2 40 Memory Speed
PA2 NumCom ActMem
VMem DigSym
TempMem PFTime
SMem
Closure
PFAcc

3 .40 Speed Memory
DigSym PA2 FreqMem
NumCom PA1
AnalTime SerAcc
SerTime

4 72 Speed/memory Memory
ArithD DSpan
SentA WSpan
ArithA CSpan
SentD LSpan
LSpan
CSpan
WSpan

5 .68 Speed Memory
LetCom WSpan
DigSym DSpan
PatCom LSpan
Arith CSpan
Sent Sent
CSpan
LSpan

6 74 Reasoning/memory Speed/reasoning
Shipley LetCom
Ravens PatCom
LSpan DigSym
CSpan Raven
DigSym Shipley
PatCom

7 48 Speed/memory Spatial
DigSym PapFld
LetCom CubeAssm
PatCom
CSpan
LSpan
Analogy

8 .53 Memory/speed Spatial
CSpan PapFId
LSpan CubeAssm
LetCom IntReas
PatCom
DigSym
Analogy

IntReas
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TABLE 4—Continued
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Variables with

Data set r(L,ID Component I Component IT <5

9 .68 G/Speed Speed |
PMAReas DCopy .
PairAsoc HMark
Analogy LCopy
PMASpace VMark
LComp DigSym
DComp LetCom
IntReas DComp
DigSym PatCom
PatCom LComp
Asymptot DTran
LTran

10 .59 Speed Verbal
LCopy Anagram
LetCom Nouns
PatCom S-Words
DigSym |
DCopy }
WdSwich i

11 .66 Speed/memory Verbal
DigSym Scrabble
PatCom WdEnd |
LetCom MakeWd :
HMark WdBegin o
PairAsoc ; :
VMark ‘ !
Asymptot ; '
Primacy I I
Recency | !

12 .49 Speed/G Study time ||
DigSym9 PFST I NameNum
DigSym0 PFDT
MatPC MatST |
DCopy |
PaiCom ; }
PFPC |
LetCom | f
NumSer '
Boxes I
ASMDT I
IntCpt |
MatDT ! o

13 51 Speed/G Study time !
DigSym9 SRST
Intcpt SRDT b
PatCom MatST !
Boxes MaiDT
LetCom \
DigSym0 I
MatDT
ASMDT K
DCopy 0
ASMPC I
SREC |

Note. Names in bold are labels for the components, an(i names i

n normal type refer to

variables (cf. Appendix A). Variables within each column for a given |data set are arranged

in descending order of factor loading (columns 3 and 4) or of commu;

ality (column 5).
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Fi1G. 6. Single-factor model of age-related influences on variables from McArdle and
Prescott (1992) data set.

related influences could be negative and specific influences positive, there
is no direct evidence for a pattern of this type in these data. Another
possible reason for the relatively large discrepancies between the esti-
mates of total and common age-related variance is that the structural
model was inadequate because of the omission of important latent or
manifest variables and/or relations among variables. In fact, the model
represented in Fig. 1 provided a relatively poor fit to the data as revealed
by various goodness-of-fit indices (e.g., x* (df = 9) = 228.1; Adj. Popu-
lation Gamma Index = .904; Joreskog-Sorbom AGFI = .901). However,
McArdle and Prescott (1992) reported that a more elaborate model, in-

TABLE 5 ‘
COMPARISON OF ACTUAL AGE-RELATED VARIANCE (%) AND ESTIMATED PROPORTION OF
COMMON AGE-RELATED VARIANCE FROM MCARDLE AND PRESCOTT (1992) DaTa

Actual Est. common Est. common

age-related age-related age-related

Variable variance variance® variance®
Similarities 047 102 022
Picture Completion 113 130 099
Block Design 150 131 .097
Picture Arrangement 173 111 .088
Object Assembly 17 115 081
Mean 120 118 077

< Estimated from coefficients in Fig. 6.
% Estimated from coefficients in Fig. 5 of McArdle and Prescott (1992).
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cluding an additional manifest variable with a small loading on the com-
mon factor, arrother common factor that was not negatively related to age,
and relations ‘between the common factor and both ieducation and the
other latent factor provided a very good fit to the complete data. Esti-
mates of the proportlons of common age-related variance obtained from
the Age—Common and Common-Variable coeffic1ents from their best-
fitting model, \portrayed in Fig. 5 of McArdle and Prescott (1992), are
summarized 1r1 the third column of Table S. It can be seen that for all of
these estimate es, the proportion of common a; e- related variance is less
than the total broportron of age-related vananc%e of partrcu] ar importance
is that the average proportion of common age-related vanance is approx-
imately 64% of the average proportion of total hge related variance. This
finding 1mp11es that almost two-thirds of the age-related variance in these
variables is shared with the age-related Varlan‘ce in the other variables.
Stated somewhat differently, these data suggest that only about one-third
of the age- related variance in any one of these variables is independent of
the age-related variance in the other variables.! |

The precedlng example from the McArdie and Prescott (1992) data
indicates that éstrmates of the proportion of common age-related variance
derived from a single common factor may be mrsleadmg if the models are
underspecrﬁed or incomplete. Estimates were nevertheless derived for
the variables i 1n the data sets summarized in Table 2 anki Appendix A with
a single common factor model similar to that illustrated in Fig. 6. The
Age- Common‘coefﬁments ranged from —.383 to — 904 across the 13 data
sets, with a median of —.677, and the Common-Vémable coefficients
ranged from “149 to .918, with a median of .636. For each of the 146
variables in these studies the actual proportion of age -related variance
was computed\ from the square of the age correlation, and the estimate of
the proport1oﬁ of common age-related variance was cornputed from the
product of the squares of the Age-Common and Common-Variable coef-
ficients. The rélation between these two variance propértlons is portrayed
in Fig. 7. !

Several pmhts should be noted about the data/ 111ustrated in Fig. 7. First,
although the mean proportion of total age-related variance (.215) was
slightly larger ‘than the mean estimated proportion of common age- -related
variance (.208), many of the estimates of the CcOmmon variance were
farger than the total variance (i.e., many of the data points in Fig. 7 are
above the posrtlve diagonal). As in the case with the reanalysis of the
McArdle and ﬁrescott (1992) data, some of the estrmates of the proportion
of common aée—related variance may be mﬂatéd because of oversimpli-
fied or undersbecrﬁed models. In fact, the J oreskog Sorbom AGFI values
ranged from } 47 to .790, with a median of .669, 1nh1catmg that these
simple models’\ did not provide good fits to the|data. }

| \
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Fig. 7. Plot of estimated common age-related variance (i.e., [(Age — Com-
mon)?] - [(Common — Variable]®) against the total age-related variance (i.e., r?) for 146
variables from the data sets described in Table 2.

However, a second important point to note from Fig. 7 is that the
relation between the two proportions of variance is very systematic, with
a slope of about .9 and an intercept very close to 0. These characteristics
indicate that even though there are some discrepancies between the es-
timates of common and total age-related variance proportions for individ-
ual variables, the correspondence across the entire set of variables is
quite good.

Parallel analyses were also conducted on the data from the three addi-
tional data sets summarized in Appendix B. The bottom portion of the
Appendix contains the results of these analyses, which are very similar to
those described above. :

Only very tentative conclusions are possible from the single common
factor analyses because models with only one factor and no influences
other than age are extremely crude and do not provide very good fits to
the data. Much better fits could undoubtedly be achieved by specifying
more complex models if one were in a position to postulate the detailed
structure among the variables in each data set. Furthermore, all of the
variables from the relevant data sets with age correlations of —.1 or
greater were included in the analyses, unlike McArdle and Prescott
(1992), who eliminated three variables (Arithmetic, Digit Span, and Digit
Symbol) known to have complex factor loadings. Despite these reserva-
tions, the results from the single common factor method appear generally




HOW MANY CAUSES? 433
consistent with those from the quasi-partial correlation method in sug-
gesting that a Vvery large proportion of the age-related variance in a given

variable is shared with other variables and is not independent or distinct.

CONCLUSION

The major implication of the analyses repojrted abc}vc is that a large
proportion othhe age-related variance in many cognitive variables ap-

pears to be associated with a small number of distinct or independent
factors. In ter‘\‘ms of Fig. 1, the value of m, the number of separate age-
related influences, is substantially smaller than n, the ﬁumber of variables
exhibiting sigr‘iiﬁcant relations with age. Specification of one factor ap-
pears sufﬁcie‘nt to account for a majority of the age-related variance
across a wide range of cognitive variables, and when two factors are
specified an Average of only about 25% of tﬁe age-related variance in
these Variable!s remains to be explained. This suggests that as few as two
distinct influences could be responsible for a large proportion of the age-
related Varian}be apparent in many cognitive Variablés. Indeed, several

recent articles have reported that structural equation models with one or
two age-relaté:d factors provide quite good fits to the data from a variety
of cognitive nl;easures (e.g., Lindenberger et al., 1993j McArdle & Pres-
cott, 1992; Sa“thouse, 1993b). ‘

It is important to emphasize that the results repoir‘ted above do not
imply that all bf the age-related differences in every cognitive variable are
completely determined by one or two general factorsi.ﬁ That is, the com-
mon or generl&l factors inferred from these analyses §hould not be con-
sidered the exclusive source of age differences becaus€ in neither method
can all of the age-related variance in the variables be accounted for by the
common facto‘rs. Other determinants of the age differences therefore need
to be speciﬁe&l to account for all of the age-related vafiance in any given
variable. Ne\)‘ertheless, a rather surprising implication of the analyses
reported herelis that as few as two distinct factors n}l‘ay be sufficient to
account for 75% or more of the age-related variance observed in many
measures of réasoning, spatial, and memory abilities. %It is therefore pos-
sible that researchers focusing on what were assumed to be quite different
dependent Vaﬂriables could actually be investigating different conse-
quences of th%: same causal influences. The discovery that variables re-
lated to speed of processing play a prominent role in}chose factors pro-
vides a clue a$ to the identity of at least one of the factors, but research
with a greater‘? number and variety of variables is neehed before a defin-
itive conclusils)n can be reached regarding the nature ‘of these factors or
the true magnitude of their influences. I
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APPENDIX A

Study

Variables

Salthouse and Mitchell, 1990

Salthouse et al., 1988, Study 1

Salthouse et al., 1988, Study 2

Salthouse and Babcock, 1991,
Study 1

Salthouse and Babcock, 1991,
Study 2

Salthouse, 1991b, Study 1

Salthouse, 1991b, Study 2

Salthouse, 1991b, Study 3

Salthouse, 1993b

Finding As, Number Comparison, Letter Sets,
Shipley Abstraction, Paper Folding, Surface
Development

Computer-administered Digit Symbol,
Computer-Administered Number Comparison,
Paired-Associated Trial 1, Paired-Associates Trial
2, Verbal Matrix Memory, Spatial Matrix
Memory, Activity Memory, Paper Folding
Decision Time, Paper Folding, Decision Accuracy,
Perceptual Closure, Temporal Memory

Computer-Administered Digit Symbol,
Computer-Administered Number Comparison,
Paired-Associates Trial 1, Paired-Associates Trial
2, Verbal Matrix Memory, Spatial Matrix
Memory, Activity Memory, Geometric Analogies
Decision Time, Geometric Analogies Decision
Accuracy, Series Completion Decision Time,
Series Completion Decision Accuracy, Frequency
Memory

Computation Span, Listening Span, Digit Span,
Word Span, Sentence Comprehension Time,
Arithmetic Time, Sentence Time with Concurrent
Arithmetic, Arithmetic Time with Concurrent
Sentences

Computation Span, Listening Span, Digit Span,
Word Span, Sentence Comprehension Time,
Arithmetic Time, Letter Comparison, Pattern
Comparison, Digit Symbol Substitution

Digit Symbol Substitution, Letter Comparison, Pattern
Comparison, Listening Span, Computation Span,
Shipley Abstraction, Raven’s Progressive Matrices

Digit Symbol Substitution, Letter Comparison,
Pattern Comparison, Listening Span, Computation
Span, Geometric Analogies, Integrative
Reasoning, Cube Assembly, Paper Folding

Digit Symbol Substitution, Letter Comparison,
Pattern Comparison, Listening Span, Computation
Span, Geometric ‘Analogies, Integrative
Reasoning, Cube Assembly, Paper Folding

Horizontal Line Marking, Vertical Line Marking,
Letter Copy, Number Copy, Letter Comparison,
Number Comparison, Letter Transformation,
Number Transtormation, Letter Comparison,
Pattern Comparison, Digit Symbol Substitution,
PMA Reasoning, PMA Space, Integrative
Reasoning, Geometric Analogies, Paired
Associates, Free Recall Primacy, Free Recall
Asymptote
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APPENDIX A—Continued

Study Variables
Salthouse, 1993a, Study 1 Digit Copy, Letter Copy, Pattern Comparison,
Letter Comparison, Digit Symbol Substitution,
Fluency-Nouns, F uency-S-;words, Anagram,
Word Switch v
Salthouse, 1993a} Study 2 Digit Copy, Letter Copy, Pattern Comparison,

Letter Comparison
Word Beginnings, Word En
Scrabble, Paired Associates, Free Recall Primacy,
Free Recall Asymptote, Free Recall Recency
Digit Copy, Boxes, Letter Comparison, Pattern
Comparison, Digit| Symbol Substitution—0
Symbols, Digit Symbol Substitution—9 Symbols,
Digit Symbol Intercept, Digit Symbol Slope,
Number Series Completion}: Cube Assembly,
Name Number Associationl, Paper Folding
Decision Accuracy, Paper Folding Decision Time,

, Digit Symbol Substitution,

dings, Make Words,

Salthouse, in press, Study 1

Paper Folding Study Time,
Decision Accuracy, Matrix
Time, Matrix Reasoning St
Memory Decision :Accuracy
Decision Time, Aqsociative

Matrix Reasoning
Reasoning Decision
udy Time, Associative
, Associative Memory
Memory Study Time

Digit Copy, Boxes, Letter Comparison, Pattern
Comparison, Digit; Symbol Substitution—0
Symbols, Digit Symbol Substitution—9 Symbols,
Memory Search Mean Intercept, Spatial Rotation
Decision Accuracy, Associative Memory
Accuracy, Spatial Rotation!Decision Time, Matrix
Reasoning Decision Time, Associative Memory
Decision Time, Spatial Rotation Study Time,
Matrix Reasoning Study Time, Associative
Memory Study Tir:ne

Salthouse, in press, Study 2

APPENDIX B
DESCRIPTION OF ADDITIONAL DATA SETS
No. of ‘
Study subjects Variables
1 Birren and 933 Similarities, Digit Span; Digit Symbol
Morrison, 1961 Substitutior‘i, Picture; Completion, Block
Design, Pici‘;urc Arrangement, Object
Assembly | ;
2 Heron and Chown, 300 Raven’s Matrices, Mazes, Digit Coding, Trail
1967, Males Making, Hearing Loss, Hand Strength,
Visual AcuiLty, Forced Expiratory Volume
3 Heron and Chown, 240 Raven’s Matrices, Mazes, Digit Coding, Trail

1967, Females Making, Hearing Lo

‘ 55, Hand Strength,
Visual Acuirty, Force

d Expiratory Volume

\
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APPENDIX B—Continued

CUMULATIVE PROPORTION OF TOTAL VARIANCE ASSOCIATED WITH
SuccessivE COMPONENTS

Data Original Partial Quasi-partial
Set 1 2 3 4 1 2 3 4 1 2 3 4
1 .56 .67 75 .82 .52 .64 73 .81 .84 .89 .93 96
53 .63 73 80 36 49 62 72 78 85 90 .94
3 53 64 74 82 4 54 66 76 .78 85 92 .95

VARIABLES WITH LOADINGS GREATER THAN OR EQUAL TO .8 AND VARIABLES WITH
COMMUNALITIES LESS THAN .5 FROM A Two-COMPONENT PriNcIPAL COMPONENTS
ANALYSIS WITH PROMAX ROTATION

Data Variables with
Set r(I,ID Component I Component II h<.5
1 71 Block Design Digit span
Object Assembly Similarities
Picture Completion Picture Completion

Picture Arrangement
Digit Symbol
Similarities .
2 .63 Raven’s Matrices Visual Acuity
Digit Coding
Trail Making
Hand Strength
Forced Expiratory

Volume
Mazes
Hearing loss
3 .70 Trail Making Hearing Loss
i Raven’s Matrices Forced Expiratory
Volume
Digit Coding Hand Strength
Mazes Raven’s Matrices
Visual Acuity
Average estimated
Average age-related common age-related
variance variance
1 .097 091
296 277
3 245 208
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