THINKING OUTSIDE THE BRAIN
Philosophy is a naturally sceptical discipline. Limits on what can be known, constant doubts about our most cherished beliefs, impossibility theorems – such is the gloomy lot of a philosopher. Fortunately for those of us with a more constructive outlook, not all philosophical results are so pessimistic. Were John Stuart Mill alive today, he may well have questioned our political wisdom but he would surely be envious of the growth in our scientific epistemology. Yet there is a group of constraints on knowledge that has seemed insurmountable. This group contains the egocentric predicament, the Ralph Barton Perry claim that each human can experience and know the world only from his or her individual psychological and perceptual perspective; its generalization, which we can call the anthropocentric predicament, the apparent fact that we can only experience and know the world from a specifically human perspective, one that is fixed in part by our peculiar evolutionary history; and the linguistic determinism position, the idea that the limits of language are the limits of thought. All of this pessimism is natural, most of it is well argued, and a great deal of it will be rendered irrelevant by developments in science. This essay will explain why.
The Great Hall of Mirrors
Perhaps because of these constraints, contemporary epistemology continues to be saturated with anthropocentric views. Its subject matter, almost without exception, is human epistemology, based on a tradition stretching from the pre-Socratics, on to Descartes, and affecting even the philosophy of artificial intelligence, within which human cognition still serves as the most significant reference point. Consider just a few famous titles: John Locke’s Essay Concerning Human Understanding, George Berkeley’s A Treatise Concerning the Principles of Human Knowledge, David Hume’s A Treatise of Human Knowledge, Thomas Reid’s Essays on the Intellectual Powers of Man, and Bertrand Russell’s Human Knowledge: Its Scope and Limits. Despite their respect for science, the logical positivists emphasized the centrality of human sensory experiences, Thomas Kuhn’s paradigms were rooted in communities of human scientists and Willard Quine’s pragmatism leans heavily on the choices made by human language users. We humans do like to admire ourselves in the mirror of nature.
Variations on these constraints place limits on knowledge whether one is a realist or an anti-realist, a human or another species altogether. Were you to be a solipsist, the boundaries of your lonely little existence would be set by the modes of thought peculiar to you as a self-conceived human. Chimps, extra-terrestrials, cognitively aware computers; all have their own versions of the three predicaments just mentioned. Or so we are told.
Empiricism – the position that all legitimate knowledge must ultimately be justified in terms of evidence gained through human sensory experience – is one version of the anthropocentric predicament, for if empiricism is true, what we can know is essentially limited to what is accessible through a set of biologically contingent devices. Indeed, the supposed conflict between realism and empiricism makes sense only from the perspective of humans, simply because for an empiricist the limits of knowable reality are set by the cognitive limitations of humans. Realism thus acquires an anthropocentric taint in claiming that there are things lying beyond the reach of the human senses and that there exists a mind independent reality, if only because the senses and the minds involved are those of humans. From the perspective of different kinds of knowledge producers, such as scientific instruments and computers, the division between what is accessible to the human senses or to the human mind, and what is not, is, ironically, an artificial division. It is for reasons such as this that traditional empiricism passed its expiration date long ago.
A famous version of the anthropocentric predicament is Kant’s view that we are doomed to represent the world using fixed conceptual frameworks that form a part of the human cognitive apparatus. Kant’s own choices for the frameworks – such as Euclidean spatial representations and deterministic cause-effect relations – turned out to be ill-advised but the basic insight is striking. Advances in science and mathematics, especially the development of formalism in the mid- to late nineteenth century and the accompanying construction of non-Euclidean geometries, led to a liberalization of Kant’s original position. Many non-Euclidean geometries are far more difficult, if not impossible, to imagine visually than is Euclidean geometry but they can be developed and understood through the use of formal mathematical theories. This use of formal theories to generate new concepts shows that intuitionism as a philosophy of mathematics, with its emphasis on the human mind, is too confining and that formal theories offer the possibility of taking an objective stand about mathematics without committing oneself to Platonism. 
In fact, a formalist outlook has been present in some areas of science almost from the outset. Whatever the real motions of the planets are, for Ptolemy they were understandable only through their representations in mathematical astronomy1; for Galileo, the book of Nature was written in mathematics; and the struggle to understand inertia and gravitation in the seventeenth century was resolved only by conceding that one had to grasp those concepts through the role they played in mathematical physics. We should not forget that the modern idea of inertia, the idea that a body could continue to move forever without a force to maintain its motion, is deeply counterintuitive to a species that requires water and air to survive. Scientists who were born and thrived in a viscosity-free space would find inertial motion perfectly natural.
And so fixed psychological frameworks have been replaced by flexible theoretical frameworks. Yet humans still have to understand the concepts, such as sets, points, energy, and information, that are involved in these formal languages, and the ability to develop physical and mathematical intuitions about these concepts is highly prized. Moreover, sophisticated and profound as are these theoretical frameworks, the formal mathematical manipulations continued to be constrained by the a priori reasoning abilities of human mathematicians and scientists. It is within this context that linguistic determinism came to be seen as the new, inescapable, constraint. The languages remained languages of, by, and for the people.
The Interface Problem
There are two things wrong with linguistic determinism. The first is that it is false. A famously pithy, ex cathedra statement of linguistic determinism is Wittgenstein’s aphorism `The limits of my language mean the limits of my world’.2 Empirical research has been cited both for and against linguistic determinism, but a recent study of two groups of Australian children speaking aboriginal languages shows that they can perform basic counting operations just as competently as English-speaking children, despite the indigenous languages lacking words for cardinal numbers.3 For example, the children speaking only an aboriginal language were able, as effectively as English speaking children, to select the correct number of beads matching the number of taps made by two wooden blocks. The most plausible explanation for this success is that the aboriginal children possess the mental concept of a one-to-one correspondence, even though they cannot express that idea, or the associated number concepts, in their languages. Results such as these are important because even if lacking the appropriate vocabulary is an insurmountable barrier in some areas, the fact that it is not so in others shows that humans can develop terms for mental concepts for which they have no current vocabulary. In the light of this, here is a little thought experiment: Much emphasis has been placed on computational accounts of the mind. Instead, imagine that non-computational biologically based cognitive devices have been developed, perhaps modeled on human brains, perhaps on a different basis. It is entirely possible that such devices would possess innate concepts, just as human brains have developed such concepts through evolution, with the difference that the artifacts' concepts would probably be radically different from ours. The task would then be to have the artificial cognitive devices communicate their conceptual frameworks firstly to each other and secondly to us. The first goal is easily achieved by ensuring that the new devices have identical biological structures. The second goal is considerably more difficult and not just because human brains and the newer devices would have different structures. 
We can call the general problem of inventing effective intermediaries between artifacts and human cognition the interface problem. The interface problem is a generalization of the issues that underlie the difficulties in reconciling empiricism and realism and it is always present when we access the humanly unobservable realm using scientific instruments. It has two aspects – the interface between the instrument and its target and the interface between the instrument and humans. Solutions to both aspects have been developed for traditional scientific instruments but we now have to develop interfaces for an even more powerful set of tools: those of a purely automated computational science.
The Suburbs of the Senses
Precisely when humans first extended the range of their native perceptual abilities is not known. The first recorded mention of magnifying glasses is by the Arabic scientist Alhazen in 1021, although naturally occurring magnifiers such as rock crystal have been used for at least three thousand years. Microscopes were developed in Europe in the late sixteenth century, closely followed by refracting telescopes. Those early instruments have led to an astonishing array of devices that includes scanning tunneling microscopes, nuclear magnetic resonance imaging devices, automated gene sequencing machines and many, many others. Until recently we required the output of these devices to be directly accessible to us in the form of visual images, numerical data arrays, and so on. But no longer. The computational revolution that began in the 1940s has led to an extension of our a priori representational abilities that is even more profound than the perceptual extension afforded by scientific instruments because it fosters the automation of knowledge. Computer assisted mathematics, computer simulations, the automated processing of data by computers; each of these has the ability to construct knowledge encoded in categories and processes that we cannot currently understand. The trick is to see whether, by extending our conceptual resources, we can appreciate what the science developed by such automata would be like and in turn to gain access to realms of reality unimaginable by humans.
A Pair of Distinctions
I begin with two distinctions. Call the current situation within which humans have to understand science that is carried out in part by machines, in part by humans, the hybrid scenario. Call the more extreme situation of a completely automated science the automated scenario. The distinction is important because in the hybrid scenario, we cannot completely abstract from human cognitive abilities when we discuss representational and computational issues. In the automated scenario human capabilities are irrelevant. The second distinction concerns shifts in scientific methods. Thomas Kuhn famously described as scientific revolutions the discontinuities in concepts and methods that occur as a result of a change in scientific paradigms, such as the replacement of classical mechanics by modern quantum theory. We can usefully draw a distinction between replacement revolutions and emplacement revolutions. Replacement revolutions are then the familiar Kuhnian variety in which an established way of doing science is overthrown and a different set of methods takes over. Emplacement revolutions occur when a new way of doing science is introduced which largely leaves in place the existing scientific framework and supplements it with distinctively new methods. The introduction of laboratory experimentation was an emplacement revolution in the sense that it did not lead to the demise of theory or of observation. So too was the explicit development of statistics in the late nineteenth and early twentieth centuries. 
In that sense, the rise and permanent establishment of computational science in the last half-century constitutes an emplacement revolution. This is not to say that theory and experiment remain unaffected by computational approaches, because certain theoretical methods that used to be carried out `by hand’ have now been taken over by computational methods and many experiments are now computer assisted, but theory and experiment have not been abandoned. They are not considered scientifically unacceptable in the way that the replacement revolutions of Copernican theory over Ptolemaic theory, Newtonian theory over Cartesian theory, or Darwinian theory over gradualism resulted in the previous approaches becoming untenable. 
It is because we are currently in the hybrid scenario that computational science constitutes an emplacement revolution. If the automated scenario comes about, it is an open question whether we shall then have a replacement revolution. The question is open because we do not yet know whether a radically new non-representational apparatus will be used by the automated methods and existing methods of pursuing science will be abandoned by humans. My prediction is that automated experiments will continue but that automated theory and simulations will take on currently unrecognizable forms. Fortunately, in the hybrid scenario we can partially grasp a computer's world view. So let us start with that.
The View from Inside the Car
Thomas Nagel’s famous article `What Is It Like To Be a Bat?’ argued that there was something that it was like to be a bat, but that we, as humans, could never know what that experience was like.4 Nagel deliberately chose a species that was so different from humans in the way that it experienced and represented the world that we cannot analogically infer from our own experiences to what the bat’s world is like.5 Contemporary computers have no phenomenological experiences, so there is no phenomenology to account for, but there is such a thing as what it is like to represent the world in the way that a computer does. So let us see if we can imagine what it would be like to gather information about the world from the perspective of a computational device. One important feature is that such devices will often have only a local and not a global perspective on a situation. You can easily appreciate such local perspectives by imagining that you are sitting in a car in rush hour traffic. You can see the car in front, the car behind, and the cars on either side, but no further. There are simple rules you obey, such as not colliding with another car, moving when and only when there is space in front or to the side, not reversing, and so on. The perspective you have on the traffic is purely local – you have no global understanding of the traffic jam as a whole. That’s why drivers in traffic jams are always asking `What on earth is going on up there?’ And indeed, this local perspective is exactly the perspective that an artificial agent has in a computer simulation of a traffic jam. 
Contrast this with one of the most significant abilities that we humans possess, the ability to take an external, global, perspective on many situations.6 A helicopter pilot flying over a traffic jam has, of course, taken advantage of a third spatial dimension to view the jam, but the pilot also has the essential ability to conceptualize the traffic jam as a whole – here’s a two mile clogged segment, there’s a slowly moving segment near the on-ramp, and so on. Developing this global cognitive ability is one of the most important human intellectual achievements and one that computers often lack. Playing the board game of Go requires a global perspective, more so even than playing chess, in part because Go is a territorial game, in part because no human can consider the consequences of all possible moves at any given stage of a game nor, for that matter, can any existing computer. In a different way, mathematical proofs require a global strategy as well as an understanding of the local rules governing individual steps in the proof. That is why someone can understand each step in a proof and not understand the proof as a whole.
We can catch another glimpse of what it is like to be a computer by using the device of a cellular automaton. This is a particular kind of computer which in its two-dimensional form consists in a square array of cells, each cell being coloured either black or white. Time steps between states of the automaton are discrete and at the next time step, the colour of any given cell depends on just two things, the current colour of that cell and the current colours of the neighbouring cells. Once a rule for the transition between the current state and the next state has been specified, the cellular automaton has been completely specified. For example, one cellular automaton runs on the rule `If the current state of the cell is black, three of its neighbors are black and the rest white, then turn the cell white; otherwise the cell is black at the next time step.’ It is possible to represent the behaviour of many important systems in physics using cellular automata but our example will be philosophical. A traditional metaphysical problem has concerned whether the principle called the identity of indiscernibles has any possible exceptions. The principle states that if the names `a’ and `b’ pick out entities with exactly the same properties, then `a’ and `b’ are just different names for the same thing. Put another way, the principle says that there cannot be two things with exactly the same properties. Various clever or exotic counter-examples to this principle have been considered, going back at least as far as Kant. Indeed, the entire subject matter of quantum statistics is based on the violation of this principle by quantum entities such as electrons and photons. Many of these examples are difficult to imagine, but here is one that needs no fancy physics. Note that the rule defining a given cellular automaton does not mention which of the neighbours are in a given state, only how many of them are in that state. So imagine yourself as a black cell within a cellular automaton, equipped with our exemplary rule. As such, you do not have the ability to distinguish neighbouring cells by their location. All you know is that three otherwise indistinguishable cells are black and five indistinguishable cells are white and each falls into the class of things you need to consider. So you need to dutifully change your state from black to white.7 In such ways we can imaginatively project ourselves out of our familiar spatial world in which position distinguishes otherwise identical objects such as two mint copies of Harry Potter and the Deathly Hallows and project ourselves into a non-spatial, cellular automaton world within which there are indistinguishable `things’. So, at least to some extent, we can project ourselves into the conceptual frame of a computer. The point of these examples is to show that with the help of imagination – sometimes a little, sometimes a great deal – humans can come to understand alien modes of thought. 
A different issue is whether a locally situated observer can have evidence for the global state of a system. This move from a local to a global perspective is a special sort of inductive inference and an agent located on a cell of a cellular automaton could not necessarily make that inference. There are at least two reasons for this. First, his cell may exhibit a limited variety of behavior that does not permit the inference of the global state of the automaton. For example, his own cell and its neighbours may simply alternate between two states, thereby not providing enough information to infer how other cells are behaving. He would also not have access to the global initial state and knowledge of this state is ordinarily required to predict future states of the entire cellular automaton. The second reason is that new predicates that apply to the global states and that cannot be defined in terms of individual states may have to be invented in order to make effective predictions. Aggregate properties such as averages are no problem, but to reclassify the shape of a hanging chain as a catenary requires creative judgment. Just as we sometimes cannot understand the local perspective of computers, so they often cannot understand our global perspectives.
Living with Incompleteness
We have seen that humans can overcome the anthropocentric predicament. There is also evidence that we are not trapped inside a web of words. Freed of these constraints, we can gain glimpses of what kind of realism is tenable. Mathematical models extend our conceptual reach but neither Platonism nor formalism entails that humans should be able to grasp all of mathematics. There is precedent for that view in other areas: medieval discussions of the Ontological Argument held that claims to have a full understanding of God were necessarily false in addition to being blasphemous. So it is hardly news that formally identifiable concepts exist that lie forever beyond the reach of humans. Despite G(del's famous insistence that the truth of certain mathematical results is directly accessible to humans even though not amenable to proof, the epistemology of Platonism has always been mysterious, and it requires a commitment to supernaturalism because abstract objects, in the sense in which Platonists take abstract objects, are not a part of the natural world. This is in contrast to the epistemology of formalism within which, even if humans cannot fully or even partially understand certain formal concepts, we can understand how a computer can construct those concepts and effectively use them to interact with an external world.
Clear-thinking realists recognize that knowledge of the external world will always be incomplete and that Kant bequeathed to us a chimera, an unattainable because unintelligible goal, that of knowing a thing-in-itself. The challenge that modern science presents to us is a different one, it is to develop methods by means of which we can grasp the extended realm of reality to which instrumentally based, computationally augmented, science provides access. 

Beyond the Human Pale
Let me now put the principal philosophical novelty of these new scientific methods in the starkest possible way: Computational science introduces new issues into the philosophy of science because it uses methods that push humans away from the centre of the epistemological enterprise. In doing this, it is continuing a historical development that began with the use of clocks and compasses, as well as the optical telescope and microscope, but it is distinctively different in that it divorces reasoning, rather than perceptual, tasks from human cognitive capacities. There were historical ancestors of computational science, such as astrolabes and orreries, but their operations were essentially dependent upon human calculations. 
For an increasing number of fields in science, an exclusively anthropocentric epistemology is inappropriate because there now exist superior, non-human, epistemic authorities. We have been discussing  a special case of the anthropocentric predicament, the problem of how we, as humans, can understand and evaluate computationally based scientific methods that transcend our own abilities and operate in ways that we cannot fully understand. Once again, this predicament is not entirely new because many scientific instruments use representational intermediaries that must be tailored to human cognitive capacities. Within the hybrid scenario, the representational devices, which include simulations and computationally assisted instruments such as automated genome sequencing, are constructed to balance the needs of the computational tools and the human consumers. 
And so I am interested in a question that is common to computational methods in science and to mathematics. Simply put, there are two parts to this question. The first and easier part is: Is it possible to legitimately expand the set of concepts used in these areas to include some that we as humans do not currently possess? The second, harder, part is: Could science or mathematics be carried out using concepts and techniques that are essentially beyond human understanding?
The first part is easy to answer because the expansion has already happened. As for the second question, the answer seems obvious – science as an objective mode of inquiry transcends human limitations and there already exist instruments – radio telescopes, scanning tunneling microscopes, and many others – for which a human/instrument interface can be somewhat crudely constructed but is irrelevant to the operation of the instrument. In the computational realm, data mining algorithms on massive data sets, the detailed computations underlying many condensed matter simulations, and many others – all proceed in realms far removed from human computational abilities. There are, of course, serious dangers associated with these methods such as flawed code, hidden logic errors, wrongly calibrated instruments, and a general inability to check the methods in detail. These are not fatal to the enterprise; rather, they require a thoughtful understanding of how these new methods work. It is with understanding the concepts involved that the most problematical aspect of the new science enters.
`It’s a Computational Thing. You Wouldn’t Understand.’
Science has a number of aims. Some of these, such as the prediction and control of natural events have already been automated. Most of us have safely flown on aircraft controlled by automatic pilots; driven cars assembled in factories by robots; been cured of illnesses by pharmaceuticals, the molecular structures of which were predicted and isolated by automated processes; and used electricity generated by computer controlled nuclear reactors. These examples are drawn from applied science but automata play an important role in pure science. In astrophysics, gravitational lenses have been discovered by automated computer processing of data from robotic telescopes; in biology, computer assisted shotgun gene sequencing allowed the mapping of the human genome to be completed in advance of the stated deadline. In mathematics, automated theorem provers have proved results that eluded human mathematicians, such as the theorem that all Robbins algebras are Boolean algebras. 
Another aim of science, understanding, seems to be beyond the reach of automata. This deficit will not be a problem if you follow certain anti-realist traditions in the philosophy of science, such as instrumentalism, which deny that explanation and understanding are appropriate goals of science. We also know that in some other areas of activity, such as chess, computers have achieved many goals of the game, such as predicting an opponent’s most likely move and winning the game, without any understanding at all. (Other goals, such as gaining an aesthetic pleasure from a beautifully executed series of moves are absent). Nevertheless, within the hybrid scenario, humans have to understand the human/machine interface and if the concepts on either side fail to match, problems will ensue. In particular, if machines cannot provide the appropriate global concepts, there will be a serious conceptual discontinuity at the interface. 
What happens to understanding when we lack the appropriate concepts? Here is where things become interesting and allow us to address a hard question. Until now, I have not discussed the egocentric predicament, the claim that an agent can understand the world only from its own individualistic perspective. One aspect of this predicament is not as pressing for computers and instruments as it is for humans because unlike humans, exact duplicates of individual computers and most other instruments exist. Thus, your laptop's digital camera has exactly the same perspective on the world, and representation of it, as does mine when we trade them. Objectivity as intersubjectivity is therefore easy to achieve with artifacts. But the egocentric predicament reappears within computer models where only local perspectives are available. We saw an example with cellular automata. Other examples arise in agent based models. These use a set of methods that begin with a collection of objects, which can be individual humans that participate in economic exchanges, molecules in a gas, trees in a forest, companies in an economy, and so on. Rules for how these individual agents interact are provided but what is not initially included is a representation of the state of the entire society, the gas, the forest, or the economy. That is, each agent has its own local perspective and initially there is no overarching theory of the entire system. Using the rules for interactions, the agents in the model are allowed to interact many times. If we are lucky, a pattern will emerge that is a property of the system as a whole. If we are lucky again, we humans will already have a concept that captures that pattern, such as the temperature in a gas, a fire in a forest, or a welfare function for the society. But what if we do not? 
An ancient tradition in science and mathematics dating at least as far back as Euclid and used by luminaries such as René Descartes, Isaac Newton, David Hilbert, Bertrand Russell, John von Neumann, and Andrei Kolmogorov uses an axiomatized theory to capture the fundamental truths in domains such as geometry, classical mechanics, logic, and probability. In some cases, the axiomatization will be complete, in the sense that all truths about the subject matter can be derived from the axioms. An important feature of a complete axiomatization is thus that, in principle, everything about the subject matter can be understood by understanding the axioms. This axiomatic tradition is related to two other ideals of science, those of theoretical reduction and theoretical unification. In its most extreme but widely held form, reductionism holds that, at least in principle, all scientific theories can be derived from the theories of fundamental physics and in turn these fundamental theories unify physics. Put another way, fundamental physics is theoretically complete with respect to all other sciences.
A common feature of axiomatized theories, although one not often remarked upon, is that the necessary global predicates are either built into the axioms or can be defined in terms of concepts contained in the axioms. It is this that is not true of many agent based models and this puts the agents in the situation of the agents with only a local perspective that we discussed earlier. Global patterns require global concepts and if we, or a machine, have no way of representing them, they will lie undiscovered. The absence of certain global predicates is thus a form of incompleteness in the theory and it calls into question the axiomatic approach as a general method for representing scientific knowledge. 
The need to introduce new global concepts is widely recognized in various areas of science and it is one reason why a full reduction to fundamental physics is not possible. The method of coarse-graining in condensed matter physics foregoes a detailed description of the components of a system in favour of a higher level description for the sake of predictive efficiency. The related area of effective field theories requires physical intuition to produce the higher level concepts that are used. 
I have emphasized the role of global concepts here but it is with concepts in general that the most challenging current problems of computational science lie. Whether in the hybrid or the purely automated scenario, some way of generating new representations has to be found. Yet this very problem may in its turn be the result of a lingering anthropocentrism. For it rests on the view that science needs representations and representations must employ concepts. Perhaps, unlike us, computational devices need neither concepts nor representations to carry out science. Therein lies the most important moral of this essay. One lesson that Copernicus bequeathed to us, and one that we periodically ignore, is that humans should stop thinking of ourselves as the centre of the universe. If we draw the proper epistemological conclusion from that lesson, then instead of forcing epistemologically superior devices to fit their results to our limitations, we have to begin to learn how to understand on their own terms the discoveries that they make. This is a lesson that the philosophy of artificial intelligence, for one, has largely ignored.

A dominant theme of philosophy over the last two centuries has been the emphasis on concepts and descriptions as intermediaries between epistemological agents and the world. Some instruments and some computers confront reality non-conceptually and the sooner we try to understand how they do it, the faster we shall learn. It will be here that we can, perhaps, finally penetrate the barriers that have stood between us and the rest of reality. 

We are standing on the edge of an enormous, mist-shrouded plain from which tantalizing, partial knowledge is brought to us by surrogates. The mist parts, folds, and in places permanently retreats. It distorts sounds, renders the touch clammy, brings odd, faintly familiar smells, and perhaps even suggests that our tastes must change. To stand here and to decode these messages is enormously exciting, more so than it has been for a hundred years. It is time to grasp pieces of this strange new world. 
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