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Abstract. We compute the Moore-Witten regularized u-plane integral on CP2,
and we confirm the conjecture that it is the generating function for the SO(3)-
Donaldson invariants of CP2. We also derive generating functions for the SO(3)-
Donaldson invariants with 2Nf massless monopoles using the geometry of certain
rational elliptic surfaces (Nf ∈ {0, 2, 3, 4}), and we show that the partition function
for Nf = 4 is nearly modular. Our results rely heavily on the theory of mock theta
functions and harmonic Maass forms (for example, see [42]).

1. Introduction and Statement of Results

In his plenary address at the Ramanujan Centenary Conference at the University
of Illinois (Urbana-Champaign) in 1987, Freeman Dyson proclaimed his hope [14]
that the “theory” of Ramanujan’s mock theta functions would someday play a role
in mathematical physics.

“The mock theta-functions give us tantalizing hints of a grand synthesis still to be dis-
covered. Somehow it should be possible to build them into a coherent group-theoretical
structure, analogous to the structure of modular forms which Hecke built around the
old theta-functions of Jacobi. This remains a challenge for the future. My dream
is that I will live to see the day when our young physicists, struggling to bring the
predictions of superstring theory into correspondence with the facts of nature, will be
led to enlarge their analytic machinery to include mock theta-functions...But before
this can happen, the purely mathematical exploration of the mock-modular forms and
their mock-symmetries must be carried a great deal further.”

Freeman Dyson

The 2002 Ph.D. thesis of Sander Zwegers [58] has provided Dyson’s desired “co-
herent group-theoretical structure”, and it turns out that Ramanujan’s mock theta
functions are holomorphic parts of weight 1/2 harmonic weak Maass forms (see Sec-
tion 5 for definitions). Zwegers’s thesis has sparked a flurry of recent activity involving
such Maass forms. Indeed, harmonic Maass forms are now known to play a central
role in the study of Ramanujan’s mock theta functions, as well as other important
mathematical topics: Borcherds products, derivatives of modular L-functions, Gross-
Zagier formulas and Faltings heights of CM cycles, partitions, and traces of singular
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moduli (see [5, 6, 7, 8, 9, 10, 12, 42, 57, 58]). Here we give an application, which com-
bined with earlier important works of Göttsche and Zagier [19, 21], realizes Dyson’s
original hope that mock theta functions would one day play a role in mathematical
physics. We shall relate mock theta functions to Donaldson invariants of a smooth
simply connected four-dimensional manifold [13]. There are two families of Donaldson
invariants, corresponding to the SU(2)-gauge theory and the SO(3)-gauge theory with
non-trivial Stiefel-Whitney class. In each case, the Donaldson invariants are graded
homogeneous polynomials on the homology H0(CP2) ⊕ H2(CP2), where Hi(CP2) is
considered to have degree (4− i)/2, defined using the fundamental homology classes
of the corresponding moduli spaces of anti-selfdual instantons arising in gauge theory.
The Donaldson invariants depend by definition on the choice of a Riemannian metric.
In the case b+

2 > 1, the Donaldson invariants are independent of the metric as long
as it is generic. In the case b+

2 = 1, Kotschick and Morgan [28] showed that the
Donaldson invariants depended on the metric but only through the chamber of its
period point in the positive cone in H2(X, R). Crossing through a wall in H2(X, R)
defined by a class ξ ∈ H2(X, Z) adds a certain wall-crossing term δX

ξ,k to the Don-

aldson invariants. Kotschick and Morgan made the following conjecture: δX
ξ,k is a

polynomial in the multiplication by ξ and the quadratic form QX on H2(X, Z) whose
coefficients depend only on ξ2, the instanton number k, and the homotopy type on
X. We restrict ourselves to the simplest manifold to which Donaldson’s definition
applies, the complex projective plane CP2 with the Fubini-Study metric. In earlier
work, Göttsche and Zagier [21] gave a formula for the Donaldson invariants of rational
surfaces in terms of theta functions of indefinite lattices. These are Jacobi forms for
special choices of the polarization on the boundary of the positive cone. As an appli-
cation, Göttsche [19] derived closed expressions for the two families of the Donaldson
invariants of CP2 assuming the Kotschick-Morgan conjecture. In the recent work of
Göttsche et al. [22], it was shown that the assumption of the Kotschick-Morgan con-
jecture was not necessary for the formula for the Donaldson invariants. The present
paper concerns deep conjectural relations between these works and constructions in
theoretical physics which are presently the focus of much study. From the viewpoint
of theoretical physics [53], these two families of Donaldson invariants and the related
Seiberg-Witten invariants are the correlation functions of a supersymmetric topolog-
ical gauge theory with gauge group SU(2) and SO(3) respectively. Using physical
considerations, Witten [54] argued that one should be able to compute these corre-
lation functions in a so called low energy effective field theory instead. This theory
has the advantage of being an abelian N = 2 supersymmetric topological gauge the-
ory. The data required to define the theory only involves line bundles of even (resp.
odd) first Chern class on CP2 if the gauge group is SU(2) (resp. SO(3)). The vacua
of the low energy effective field theory are parametrized by the u-plane which is a
certain analytically marked rational elliptic surface. Seiberg and Witten [44] argued
further that the rational elliptic surface is the modular curve H/Γ0(4), together with
a meromorphic one-form. Moreover, Moore and Witten [39] obtained the correlation
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functions as a regularized integral over the u-plane. The integrand is a modular in-
variant function which is determined by the marked elliptic surface and the gauge
group. The regularization procedure depends on interpreting the integrand as a total
derivative, combined with constant term contributions from cusps. This integration
by parts naturally introduces non-holomorphic modular forms of weight 3/2 (resp.
1/2) for the gauge group SU(2) (resp. SO(3)). Thus, the regularized u-plane integral
defines a way of extracting certain contributions for each boundary component near
the cusps at τ = 0, 2,∞ of the rational elliptic surface. Moore and Witten observed
[39] that the cuspidal contributions at τ = 0, 2 vanish trivially, which coincides with
the mathematical statement that all Seiberg-Witten invariants on CP2 vanish due to
the presence of a Fubini-Study metric of positive scalar curvature [55]. Moore and
Witten went further and made the following comprehensive conjecture:

Conjecture (Moore and Witten [39]). The contribution from the cusp at τ = ∞ to
the regularized u-plane integral is the generating function for the Donaldson invariants
of CP2.

As evidence for this conjecture, in the case of the gauge group SU(2), Moore and
Witten [39] computed the first 40 invariants and found them to be in agreement with
the results of Ellingsrud and Göttsche [15]. However, the conjecture remains open.

Remark. Moore and Witten [39] also showed that the general equality for SU(2) im-
plies some interesting relations involving the classical Hurwitz class numbers which
arise in number theory. It is in this way that harmonic Maass forms make their
first appearance. The holomorphic part of Zagier’s weight 3/2 Maass-Eisenstein se-
ries, which first arose [24] in connection with intersection theory for certain Hilbert
modular surfaces, is the generating function for Hurwitz class numbers.

Our main result concerns the case of the SO(3)-gauge theory where little was known
about the conjecture. We prove the following theorem:

Theorem 1.1. The conjecture of Moore and Witten in the case of the SO(3)-gauge
theory on CP2 is true.

Donaldson theory can be generalized by introducing sections of a spinC-structure on
CP2 coupled to the SO(3)-gauge bundle. In the physics literature, these additional
fields are called massless monopoles, and their number is denoted by 2 Nf , where
0 ≤ Nf ≤ 4. The case where Nf = 0 corresponds to the original SO(3)-Donaldson
invariants1. The corresponding moduli spaces and invariants when Nf > 0 have not
been given much consideration in mathematics. However in physics, Seiberg and
Witten [45] argued that including the monopoles changes the rational elliptic surface.
For Nf > 0 the modular elliptic surface for Γ0(4) is replaced by rational elliptic
surfaces determined by Nf vectors in the E8 root lattice. Rather nicely, the integrand
of the u-plane integral remains a modular invariant when the gauge group is SO(3).
We classify all rational elliptic surfaces which appear as Seiberg-Witten curves for

1The number of sections is even and Nf ≤ 4; otherwise the quantum theory is inconsistent [39].
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0 ≤ Nf ≤ 4 (see Lemma 3.1). For Nf = 2, 3, it turns out that the elliptic surfaces
for the Donaldson theory with massless monopoles are still modular elliptic surfaces
related to the elliptic surface for Nf = 0 by two-isogeny or a twist of the elliptic
fibration. However, in the case where Nf = 1 the surface is not modular elliptic (see
Lemma 4.1 and [40] for a physical explanation). In the case Nf = 4, elliptic surfaces
for the Donaldson theory with massive monopoles can be obtained from twisting
the fibration of the modular elliptic surface in the case Nf = 2. We give explicit
Weierstrass representations (see Lemmas 4.1 and 4.21) for the cases Nf = 2, 3, 4,
and we compute the generating functions (see Theorems 4.34 and 4.25) using the
regularized u-plane integral. We conjecture:

Conjecture. The generating function in (4.34) is the generating function (2.23) for
the SO(3)-Donaldson invariants of CP2 with 2 Nf monopoles for Nf = 2, 3.

Using the Atiyah-Singer index theorem and Theorem 1.1, we can also show that the
conjecture passes a non-trivial test proving that the highest order contributions to
each coefficient in the partition functions agree for Nf = 2, 3. In the Nf = 4 case,
instead of asymptotic freedom one has conformal invariance of the physical system.
Thus, the partition function is a function of the complex coupling constant τ . We
explicitly compute the partition function. To this end, we shall define a power series
in q = exp(2πiτ) (see Sections 4 and 7)

Q+ (q) =
1

q
1
8

(
1 + 28 q

1
2 + 39 q + 196 q

3
2 + 161 q2 + . . .

)
.

Adding a non-holomorphic part Q−(q) we obtain the Maass form Q(q) = Q+(q) +
Q−(q) (see Section 4). In terms of the function ZZZ(τ) = η3(τ) Q(q), we prove the
following theorem:

Theorem 1.2. The regularized partition function of the massless Nf = 4 low energy
effective field theory on CP2 is well defined, and is given by

ZZZ4
UP =

[
1

2

q

η4(τ)

d

dq

(
q

η4(τ)

d

dq

)
+ g(τ)

]
ZZZ(τ)

η4(τ)
,(1.1)

where

g(τ) = − 1

22 32

[(
ϑ2(τ)

η(τ)

)8

−
(

ϑ2(τ)

η(τ)

)4(
ϑ3(τ)

η(τ)

)4

+

(
ϑ3(τ)

η(τ)

)8
]

.

Here we discuss this result in the context of the theory of modular forms. Recall
that the Donaldson polynomials arise as correlation functions of the N = 2 super-
symmetric topological gauge theory with gauge group SU(2) or SO(3). There are
also quantum field theories on CP2 with more supersymmetry. Roughly speaking,
there are three choices for a N = 4 supersymmetric topological gauge theory, deter-
mined by what is referred to as the topological twist. One particular choice, called the
Vafa-Witten twist, has been studied extensively in the physics literature [52], and its
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partition function has been computed in many examples. It turns out that the coef-
ficient of qk in the partition function equals the Euler characteristic of the instanton
moduli space of instanton number k. The S-duality sends τ 7→ −1/τ and exchanges
electric and magnetic fields. In the N = 4 theory, the S-duality is a symmetry of the
physical theory whence the partition function is in fact a weakly holomorphic weight
0 modular form. Indeed, Vafa and Witten even point out the strong relation with
the non-holomorphic weight 3/2 Eisenstein series of Zagier which is perhaps the first
half-integral weight harmonic Maass form which was seriously investigated. In the
N = 2 theory, the S-duality is not a symmetry. Accordingly, we see that the partition
function is not modular, but only a “piece” of a modular invariant, a fact which is
central to our proof of Theorem 1.1. It has the property that its “trace”, in a very
natural sense, gives rise to modular invariants (see Theorem 4.43) which resemble
some modular partition functions computed by Vafa and Witten (see [52, Sec. 42.]).
The partition function (1.1) is naturally related to the mock theta function

M(q8) := q−1

∞∑
n=0

(−1)n+1q8(n+1)2
∏n

k=1(1− q16k−8)∏n+1
k=1(1 + q16k−8)2

= −q7 + 2q15 − 3q23 + · · · .

In Section 7 we prove that

Q(q)− 4 M(q),

is a weight 1/2 weakly holomorphic modular form. Therefore, we then find that

1

η(τ)
·
(
Q(q)− 4 M(q)

)
is the desired modular invariant, a weight 0 modular form. This paper is organized
as follows. In Section 2 we recall facts about SO(3)-Donaldson invariants on CP2,
and we recall certain generating functions of Göttsche which play a central role in the
proof of Theorem 1.1. In Section 3 we recall and classify the Seiberg-Witten curves,
and in Section 4 we use their properties to define the u-plane integral, which in turn
we employ to construct the vital generating series when Nf ∈ {0, 2, 3, 4}. The proof
of Theorem 1.1 is then reduced to a criterion (see Theorem 4.26) involving these new
generating functions, in the case where Nf = 0, and those of Göttsche. To verify
this criterion, we employ the theory of harmonic Maass forms which is briefly recalled
in Section 5. Specifically, we relate the relevant generating functions to weight 1/2
harmonic Maass forms which are described using a non-holomorphic Jacobi form
constructed by Zwegers. In Section 6 we recall the construction of this Jacobi form,
and in Section 7 we use it to represent the generating functions in terms of explicit
harmonic Maass forms. In Section 8 we conclude with the proof of Theorem 1.1, and
we give some numerical examples.
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2. SO(3)-Donaldson invariants on CP2

In this section we recall basic facts about the SO(3)-Donaldson invariants on CP2

(cf. [16, 20, 26]), and we recall a closed formula expression for these invariants which
is due to Göttsche [19]. We also discuss briefly the SO(3)-Donaldson theory with
massless monopoles.

2.1. The generating function. The Fubini-Study metric g on CP2 is Kähler with
the Kähler form K = i

2
gab̄ dza∧dzb̄. We denote the first Chern class of the dual of the

hyperplane bundle over CP2 by H = K/π, so that
∫

CP2 H2 = 1, c1(CP2) = 3 H, and

p1(CP2) = 3 H2. The Poincaré dual Ȟ of H is a generator of the rank-one homology
group H2(CP2). SO(3)-bundles on four-dimensional manifolds are classified by the
second Stiefel-Whitney class w2(P ) ∈ H2(CP2; Z2) and the first Pontrjagin class
p1(P ) ∈ H4(CP2), such that

p1(P )[CP2] ≡ w2
2(P )[CP2] mod 4 .

Since CP2 is simply connected there is an integer class α ∈ H2(CP2) whose mod-two
reduction is w2(P ). Then, there is a smooth complex two-dimensional vector bundle
ξ → CP2 with the Chern classes c1(ξ) = α and c2(ξ), such that c2

1(ξ)−4 c2(ξ) = p1(P ).
The bundle ξ can be reduced to an SU(2)-bundle iff c1(ξ) = 0. Thus, a SO(3)-bundle
which does not arise as the associated bundle for the adjoint representation of a SU(2)-
bundle has to satisfy w2(P ) 6= 0. From now on, we will always assume c1(ξ) = −H
and c2(ξ) = k H2. Once a Hermitian metric on ξ is fixed, let A be the set of compatible
unitary connections dA = d+A on ξ, and G the group of gauge transformations. The
metric on CP2 gives rise to a Hodge star operator ∗ : Λp

CP2 → Λ4−p
CP2 with ∗2 = (−1)p.

On p-forms, the adjoint operator of dA is d∗A = − ∗ dA∗. Let End0 ξ be the bundle of
the traceless endomorphisms of ξ. In terms of the curvature FA ∈ Λ2

CP2(End0 ξ) on ξ,
the Pontrjagin number is given by(

c2
1(ξ)− 4 c2(ξ)

)
[CP2] = − 1

4π2

∫
CP2

tr (FA ∧ FA) .(2.1)

A connection is called anti-selfdual if the curvature satisfies F+
A = 0 (i.e. ∗FA = −FA).

A connection is called reducible if the bundle P → CP2 reduces to the direct sum λ⊕ε
of a line bundle λ → CP2 and a trivial oriented real line bundle ε → CP2; otherwise
it is called irreducible. We denote by A∗ the space of irreducible connections. Since
the gauge group G acts freely on A∗, the space B∗ = A∗/G is a Banach manifold.
The action functional of the Yang-Mills theory is

(2.2)

∫
CP2

tr (FA ∧ ∗FA) ,
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and has the Euler-Lagrange equation d∗AFA = 0. For k > 0, the Yang-Mills action
(2.2) is minimized by the anti-selfdual connections. The moduli space of anti-selfdual
irreducible connections with c2(ξ)[CP2] = k modulo gauge transformations is denoted
by M(−1, k). The Atiyah-Singer complex of dA in dimension four is the three term
complex

Λ0
CP2(ξ)

dA−→ Λ1
CP2(ξ)

π+dA−−−→ Λ2+
CP2(ξ),(2.3)

where the map π+ is the orthogonal projection on the self-dual two-forms. It is a
complex if FA is anti-selfdual. The associated elliptic operator of Laplace type is a
Fredholm operator, and the index of the elliptic complex equals ind dA = 2(4k −
1) − 3(1 + b+

2 ). A local model of a regular neighborhood of [A] ∈ M(−1, k) is given
by the intersection of the slice ker d∗A ∈ TAA∗, which is locally orthogonal to pure
gauge transformations, with ker(π+dA), which is the linearization of F+

A = 0. Since
c2
1(ξ) − 4c2(ξ) 6≡ 0 mod 8 the moduli spaces M(−1, k) of rank-two stable vector

bundles on CP2 are smooth, projective varieties of dimension 2dk = 8k − 8 [48].

Remark. It is known that the moduli space M(c1, c2) of rank-two stable vector bundles
ξ over CP2 with Chern classes c1, c2 only depends on the discriminant c2

1−4c2, with the
discriminant being negative for stable bundles. The isomorphism between M(c1, c2)
and M(c1 − 2r, c2 − r c1 + r2) is given by twisting ξ 7→ ξ ⊗O∗

CP2(r) [25].

On CP2×B∗, there exists a universal bundle with a SO(3)-connection [3]; it is the
vector bundle P with the structure group SO(3) in the commutative diagram:

(2.4)
P × A∗ → P = (P × A∗)/G
↓ ↓

CP2 × A∗ → CP2 ×B∗

where the action of G and SO(3) on P ×A∗ commutes. Using the connection A ∈ A∗

on P and the canonical connection on A∗ → B∗, one defines a G-invariant connection
on P ×A∗ → CP2×A∗. The connection and its curvature F descend to a connection
and a curvature form on the quotient bundle. The Pontrjagin number of the universal
bundle can be decomposed into its components

(2.5) p1(P) = − 1

4π2
tr (F ∧ F) = −4

4∑
r=0

Wr,4−r,

with Wr,4−r ∈ Λr,4−r
CP2×B∗ . We evaluate the class −1

4
p1(P) on the 2-cycle [Ȟ] ∈ H2(CP2)

and the 0-cycle [pt] ∈ H0(CP2) to obtain

(2.6) µ(Ȟ) =

∫
Ȟ

W2,2 ∈ H2(B∗; Q) , µ(pt) = W0,4(pt) ∈ H4(B∗; Q) .

By applying [13, Proposition 5.1.15] to CP2 is follows:

Proposition 2.1. The rational cohomology ring H∗(B∗; Q) for CP2 is a polynomial
algebra generated by the four-dimensional generator µ(pt) and the two-dimensional
generator µ(Ȟ). In particular, there is no odd-dimensional cohomology of B∗.
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Furthermore, it is known [48, Sec. 2] that for M(−1, k) there is a universal complex
rank-two vector bundle Ξ → CP2×B∗ lifting the universal bundle P which is defined
uniquely up to a linear bundle lifted from B∗ [48]. It follows:

Lemma 2.2. For CP2, it follows that as an element of H∗(CP2 ×B∗; Q) we have

(2.7) [p1(P)] = (1− 4k) H2− 4 H∧µ(Ȟ)− 4 µ(pt) .

There is a unique choice for Ξ → CP2 ×B∗ such that

(2.8) [c2(Ξ)] = k H2 + H∧µ(Ȟ) + µ(pt) , [c1(Ξ)] = − H .

Proof. Since there is no odd-dimensional cohomology for B∗ and CP2, it follows from
the Künneth isomorphism that

H4(CP2 ×B∗; Q) ∼=
⊕

i+j=2

H2i(CP2; Q)⊗H2j(B∗; Q) .

Thus, as elements of H∗(B; Q) we have [W1,3] = [W3,1] = 0 in Equation (2.5). If
we denote the exterior derivatives on CP2 and B∗ by d and d respectively, it follows
that (d + d) W•,4−• = 0. For dimensional reason, we have d W4,0 = 0. However,
H0(B∗; Q) ∼= Q is trivial. Hence, W4,0 is constant on each connected component
of B∗. The restriction to CP2 yields [−4 W4,0] = (1 − 4k) H2. Similarly, since
dW0,4 = 0 it must be constant along CP2. From the definition (2.6), it follows
[−4 W4,0] = −4 µ(pt). Finally, [W2,2] = H∧µ(Ȟ) since by Poincaré duality we have∫

Ȟ

W2,2 =

∫
CP2

H∧W2,2 = µ(Ȟ)

∫
CP2

H∧H = µ(Ȟ) .

Since there exists a universal bundle Ξ → CP2 × B∗ its Chern classes have to sat-
isfy p1(P) = c2

1(Ξ) − 4 c2(Ξ). Thus, we have c1(Ξ) = −H + 2 δ µ(Ȟ) and c2(Ξ) =
k H2 +(1 − δ) H∧µ(Ȟ) + µ(pt) + δ2 µ(Ȟ)2. We normalize the universal bundle by
setting δ = 0. �

Classes of the de Rham cohomology of M(−1, k) are obtained from H•(B∗) by
restriction which we will still denote by µ(Ȟ) and µ(pt). To define the integration over
the moduli space, a compactification of the moduli space of anti-selfdual instantons
is needed. Such a compactification was introduced by Donaldson [13], but since it is
based on Uhlenbeck’s results it is usually called the Uhlenbeck compactification. It
was shown that the µ-map in (2.6) extends over the compactification M(−1, k). For
2dk = 4m + 2n, the Donaldson invariants are defined as

ΦΦΦk,m,n =

∫
M(−1,k)

µ(pt)m ∧ µ(Ȟ)n .(2.9)

The map ΦΦΦ extends to a linear function from the graded algebra Sym∗(H0(CP2) ⊕
H2(CP2)), where the elements of Hi(CP2) have degree (4 − i)/2 to Q. It is known
that the SO(3)-Donaldson invariants are topological invariants of CP2. For z ∈
Sym∗(H0(CP2)⊕H2(CP2)), there is a definition of a geometric representative V(z) ⊂
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M(−1, k) for µ(z) [29]. If V(z) is the closure of V(z) in M(−1, k), then the Donaldson
invariants are

(2.10) ΦΦΦk(z) =

{
#
(
V(z) ∩M(−1, k)

)
if 4m + 2n = 8(k − 1)

0 otherwise
.

Definition 2.3. The formal power series

ZZZ(p, S) =
∑
k≥1

∑
m,n≥0

ΦΦΦk,m,n
pm

m!

Sn

n!
(2.11)

is the generating function for the SO(3)-Donaldson invariants of CP2.

Using the blowup formula for the Donaldson invariants, Göttsche [19, 22] derived
a closed formula expression for ΦΦΦk,m,n. His work was based on earlier work with
Ellingsrud [15] and Zagier [21], and it extended the results previously obtained by
Kotschick and Lisca [27] up to an overall sign convention. We state [19, Thm. 3.5,
(1)] in terms of the Jacobi theta-functions ϑ2, ϑ3, ϑ4 which are used in theoretical
physics, and give a formulation that is in a convenient form with respect to pt and
Ȟ. In this way, we obtain a closed formula expression for ΦΦΦk,m,n, which we shall later
show equals the the Moore-Witten prediction based on the u-plane integral.

Theorem 2.4 (Göttsche [19]). Assuming the notation and hypotheses above, then
we have that the only non-vanishing coefficients in the generating function in (2.11)
satisfy

ΦΦΦk,m,2n =
n∑

l=0

l∑
j=0

(−1)n+j

2l−3 3l

(2n)!

(2n− 2l)! j! (l − j)!

×Coeffq0

(
ϑ8

4(τ) [ϑ4
2(τ) + ϑ4

3(τ)]
m+j

[ϑ2(τ) ϑ3(τ)]2m+2n+3 El−j
2 (τ) F2(n−l)(τ)

)
,

(2.12)

where m, n ∈ N0, 2(k−1) = m+n, Coeffq0 is the constant term in a series expansion
in q = exp (2πiτ). The series Ft(τ) are defined in (7.4), and the Jacobi ϑ-functions
are

ϑ2(τ) = 2 Θ2

(τ

8

)
, ϑ3(τ) = Θ3

(τ

8

)
, ϑ4(τ) = Θ4

(τ

8

)
,

where Θ2, Θ3, Θ4 are defined in (7.1)-(7.3). Also, we have that E2(τ) is the normalized
Eisenstein series

E2(τ) := 1− 24
∞∑

n=1

∑
d|n

d qn .

Remark. Equation (2.12) uses the original sign convention of [15, 27] for the Donaldson
invariants in which the Donaldson invariants for dk = 4 are all negative.

Proof. The following table summarizes the quantities used by Göttsche [19, Thm. 3.5,
(1)] and in this article:



10 ANDREAS MALMENDIER AND KEN ONO

Göttsche Present Paper Göttsche Present Paper
z S θ(τ) ϑ4(τ)
x p f(τ) 1

2
√

i
ϑ2(τ) ϑ3(τ)

n 2β + 1, β ≥ 0 ∆2(2τ)
∆(τ) ∆(4τ) −16 ϑ8

4(τ)

[ϑ2(τ) ϑ3(τ)]4

a 2α, α ≥ β + 1 G2(2τ) − 1
24 E2(τ)

τ τ−1
2 e3(2τ) 1

12

[
ϑ4

2(τ) + ϑ4
3(τ)

]
q −q

1
2

−3i e3(2τ)
f(τ)2

ϑ4
2(τ)+ϑ4

3(τ)

[ϑ2(τ) ϑ3(τ)]2

We use (
n

2

√
i

f(τ)

)2(n−l) (
− i

2 f(τ)2
(2 G2(2τ) + e3(2τ))

)l

=
(−1)n+l

2l 3l
(2β + 1)2(n−l) (−E2(τ) + [ϑ4

2(τ) + ϑ4
3(τ)])

l

[ϑ2(τ) ϑ3(τ)]2n .

An expansion of the exponential in [19, Thm. 3.5, (1)] then yields (2.12). �

2.2. Donaldson theory with monopoles. Since w2(CP2) = H, CP2 is not a spin
manifold. For the spinC-structure on CP2 with the canonical class c = 3 H, we denote
by S±C → CP2 the complex spinor bundles of positive and negative chirality. In other
words, for the spinor decomposition TCCP2 = S− ∗C ⊗S+

C we have c = c1(det S±C ) = 3 H.
The vacua of the SO(3)-Donaldson theory with 2 Nf massless monopoles are given by
a smooth connection A ∈ A and Nf complex sections Φi ∈ C∞(CP2, S+

C ⊗ ξ) such
that

(2.13) F+
A =

Nf∑
i=0

[
Φi ⊗ Φi

]
00

, /DAΦi = 0 for 1 ≤ i ≤ Nf ,

where /DA : C∞(CP2, S+
C ⊗ ξ) → C∞(CP2, S−C ⊗ ξ) is the Dirac operator coupled to

ξ. Here
[
Φ⊗ Φ

]
00

is the double trace free component in End ξ ⊗ EndC S+
C , and we

have used the identification End0,C S+
C
∼= Λ2+

CP2 . Due to the positive scalar curvature of

the Fubini-Study metric, the Weizenbock formula implies that ker /DA always vanishes
whence Φi = 0. However, a reducible connection may induce a nonsurjective /DA, thus
instigating the study of the vector bundle formed by the cokernel of /DA or equivalently
ker /D

∗
A, called the obstruction bundle. Since the kernel of /DA vanishes for the Fubini-

Study metric on CP2, the obstruction bundle is the index bundle Ind /D
∗ → B∗ in

K(B∗). The fibers of the obstruction bundle are obstruction spaces to the existence
of a section for the Dirac operator.

2.2.1. The index bundle of the twisted Dirac operator. In light of the isomorphism
between M(c1, c2) and M(c1 − 2r, c2 − r c1 + r2), we will again restrict ourselves to
the rank-two stable vector bundles ξ → CP2 with c1(ξ) = −H, c2(ξ) = k H2 and
investigate the index bundle of /DA for the spinC-structure with the canonical class
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c = (2r + 1) H. The numerical index of /D
∗
A is computed by the Atiyah-Singer index

theorem

ind /D
∗
A = −

∫
CP2

e
c
2 Â(CP2) ch(ξ) = k − r ,

where Â(CP2) = 1 − p1(CP2)/24 and ch(ξ) = rk(ξ) + c1(ξ) + c2
1(ξ)/2 − c2(ξ). Fur-

thermore, the Chern character of the index bundle can be computed from the family
index theorem [3]:

Theorem 2.5. The Chern character of the index bundle is

ch
(
Ind /D

∗)
= −

∫
CP2

e
c
2 Â(CP2) ch(Ξ) ,(2.14)

where Ξ is the universal bundle introduced in (2.4). Ξ has the total Chern class
c(Ξ) = 1 + c1(Ξ) + c2(Ξ).

It was proved in [31, Prop. 3.10]:

Lemma 2.6. We have

(2.15) ch(Ξ) = 2 e−
H
2

∞∑
n=0

(−1)n

(2n)!

[(
k − 1

4

)
H2 + H∧µ(Ȟ) + µ(pt)

]n

.

For c = (2r + 1) H, we have

ch
(
Ind /D

∗)
[2l]

= −(−1)l

(2l)!

[(
r2 −

k + l
2

2l + 1

)
µ(pt)l − l

2(2l + 1)
µ(Ȟ)2 ∧ µ(pt)l−1

]
,

ch
(
Ind /D

∗)
[2l+1]

=
(−1)l r

(2l + 1)!
µ(Ȟ) ∧ µ(pt)l .

It was also proved in [31, Theorem 1.1]:

Theorem 2.7. It follows that

(2.16) ck(Ind /D
∗
) =

∑
i+2j+2l=k

fi,2j,2l (2r)i µ(Ȟ)i ∧ µ(Ȟ)2j ∧ µ(pt)l ,

where the coefficients fi,2j,2l are given as

F (x, y, z) =
∑
i,j,l

fi,2j,2l x
i y2j z2l = exp

(
1

2
x J1(z) +

1

4
y2 J2(z) + J3(z)

)
,

and the functions Ji(z) are given by

J1(z) =
tan−1 (z)

z
,

J2(z) =
z − tan−1 (z)

z3
,

J3(z) = −r2 − k

2
ln (1 + z2) +

(
k − 1

4

) (
tan−1 (z)

z
− 1

)
.
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Lemma 2.8. For r = 0, we have ∀l ∈ N0 : c2l+1(Ind /D
∗
) = 0.

Proof. We include an alternative proof as convenience for the reader. We check that

e
c
2 Â(CP2) = 1+ H

2
. If x1, x2 are the formal Chern roots of Ξ it follows that x1 +x2 =

c1(Ξ) = −H. We compute for n > 2:

ch(Ξ)[n] +
H

2
ch(Ξ)[n−1] =

1

n!
(xn

1 + xn
2 )− 1

2 (n− 1)!
(x1 + x2)

(
xn−1

1 + xn−1
2

)
.

We use that x2 = −(x1 + H), then expand in terms of H, and truncate the series to
the order O(H3). We obtain

ch(Ξ)[n] +
H

2
ch(Ξ)[n−1] =

[1 + (−1)n]

n!
xn

1 +
[1 + (−1)n−1 + 2 (−1)n]

2 (n− 1)!
H∧xn−1

1 .

Thus, ch(Ξ)[n] +
H
2

ch(Ξ)[n−1] = 0 if n is odd. Hence, we have ch(Ind /D
∗
)[2l+1] = 0 for

all l. It follows that c2l+1(Ind /D
∗
) = 0 for all l. �

Remark. Since ker /DA vanishes and the rank of the index bundle Ind /D
∗

is k − r,
the dimension of ker /D

∗
A is k − r and the determinant line bundle DET Ind /D

∗
=

Λk−r ker /D
∗ → B∗ is well defined. It follows from [3] that

c1

(
DET Ind /D

∗)
= c1

(
Ind /D

∗)
.

Computing c1

(
Ind /D

∗)
for r = 0 and the universal bundle Ξ with

c1(Ξ) = −H + 2 δ µ(Ȟ) ,

c2(Ξ) = k H2 +(1− δ) H∧µ(Ȟ) + µ(pt) + δ2 µ(Ȟ)2 ,

it follows
c1

(
DET Ind /D

∗)
= c1

(
Ind /D

∗)
= k δ µ(Ȟ) .

Thus, the choice δ = 0 in Lemma 2.2 is equivalent to the vanishing of c1

(
DET Ind /D

∗)
,

also called the vanishing of the local anomaly in physics. On the other hand, the
normalization used in [48] was different. For c = (2r + 1) H and δ = −1 we observe
that ind /D

∗
= k − r2 and

c1

(
Ind /D

∗)
= (r2 + r − k) µ(Ȟ) .

If α, β, γ equal c1

(
Ind /D

∗)
for r = 1, 0,−1 then β = γ = −k µ(Ȟ) and γ−α = 2 µ(Ȟ).

2.2.2. The vanishing locus of the obstruction. For r = 1, we set

ctop

(
Ind /D

∗)
= ck−1(Ind /D

∗
) .

For r = 0, we set

ctop

(
Ind /D

∗)
=

{
ck−1(Ind /D

∗
) if k is odd

ck(Ind /D
∗
) if k is even

.

We also set

(2.17) ctop

(
Ind /D

∗ ⊕ Nf

)
= c

Nf

top

(
Ind /D

∗
)

.
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We denote the Poincaré dual of the top-dimensional Chern class ctop by J(Nf , k, r) ⊂
M(−1, k). Hence, J(Nf , k, r) is a smooth sub-manifold of M(−1, k) of codimension
Nf (k − r) if r = 1 and of codimension 2 Nf bk

2
c if r = 0. We interpret J(Nf , k, r) as

the vanishing locus of the obstruction for the existence of Nf sections for the Dirac
operator. On the other hand, V(ctop) is the geometric representative for the µ-class
used in the definition of the Donaldson invariants.

2.2.3. The N = 2 invariants for Nf = 2, 3, 4. Using the Euler class, for Nf = 2, 3 we
define the invariants

ΦΦΦ
Nf ,c,0

k,m,n =

∫
M(−1,k)

µ(pt)m ∧ µ(Ȟ)n ∧ ctop

(
Ind /D

∗⊕Nf

)
.(2.18)

Using the closure J(Nf , k) of the vanishing locus in the Uhlenbeck compactification

M(−1, k), we define the invariants

ΦΦΦ
Nf ,c,1

k,m,n =

∫
J(Nf ,k,r)

µ(pt)m ∧ µ(Ȟ)n .(2.19)

For a z ∈ Sym∗(H0(CP2) ⊕ H2(CP2)), we can write the invariants as the following
intersection numbers

(2.20)
ΦΦΦ

Nf ,c,0

k (z) = #
(
V(ctop) ∩ V(z) ∩ M(−1, k)

)
,

ΦΦΦ
Nf ,c,1

k (z) = #
(

J(Nf , k, r) ∩ V(z) ∩ M(−1, k)
)

.

The intersections of V(ctop) and J with any compact cycle in Z ⊂ M(−1, k) will be
cobordant. Hence, the intersection numbers will be the same. If Z ⊂ V(z)∩M(−1, k)
is a non-compact cycle, both V(ctop) ∩ Z and J ∩ Z can still be compact. However,
the cobordism need not to be compactly supported. In this case, their closures in the
enlarged Uhlenbeck compactification are no longer cobordant, and the intersection
numbers #(V(ctop) ∩ Z) and #(J ∩ Z) differ. An error term arises which we denote
by

(2.21) EEENf ,c

k (z) = ΦΦΦ
Nf ,c,1

k (z)−ΦΦΦ
Nf ,c,0

k (z) .

If V(z) has dimension greater than or equal to four, then the closure of V(z) in
the Uhlenbeck compactification will intersect the lower strata, and there is a non-
vanishing error term. The lower strata of M(−1, k) have the form M(−1, k − l)× Σ
where Σ ⊂ Syml(CP2) is a smooth stratum. Thus, the error term is a polynomial
expression in the Nf = 0 Donaldson invariants with smaller instanton numbers k′ < k
and

(2.22) EEENf ,c

k (z) = P
(
{ΦΦΦk′(z

′)}k′,z′

)
,

where deg z′ = k′.
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Definition 2.9. For Nf = 2, 3, the formal power series

ZZZNf ,c(p, S) =
∑
k≥1

∑
m,n≥0

ΦΦΦ
Nf ,c,1

k,m,n

pm

m!

Sn

n!
(2.23)

is the generating functions for the SO(3)-Donaldson invariants with 2 Nf massless
monopoles of CP2 for the spinC-structure with the canonical class c = (2r + 1) H.

Lemma 2.10. For Nf = 2, 3, r = 0, a = 0, 1, and n = 2l + 1, we have ΦΦΦ
Nf ,c,a

k,m,2l+1 = 0
for all integers k, l.

Proof. For a = 0 it follows from Lemma 2.8 that ctop is a form of a degree divisible
by four. The claim then follows from the dimension of the moduli space and the fact
that µ(pt) and µ(Ȟ) have degree four and two. Since the dimension of the moduli
space M(−1, k) equals 8(k− 1) it follows 4m+2n ≡ 0 mod 4 whence n is even. The
case a = 1 follows similarly. �

We have the following Lemma:

Lemma 2.11. Assume c = H, r = 0. For k even and m + n + 2 = k, we have

(2.24) ΦΦΦ2,c,0
k,m,2n =

∑
j+l=k

 ∑
j1+j2=j
l1+l2=l

f0,2j1,2l1 · f0,2j2,2l2

 ΦΦΦk,m+l,2(n+j) .

For k even and 2m + 2n + 4 = k, we have

(2.25) ΦΦΦ3,c,0
k,m,2n =

∑
j+l=3k/2

 ∑
j1+j2+j3=j
l1+l2+l3=l

f0,2j1,2l1 · f0,2j2,2l2 · f0,2j3,2l3

 ΦΦΦk,m+l,2(n+j) .

Proof. For Nf = 2 and k = 2κ, we start by computing

c2κ(Ind /D
∗
) =

∑
j+l=κ

f0,2j,2l µ(Ȟ)2j ∧ µ(pt)l .

It follows

c2
k(Ind /D

∗
) =

∑
j+l=k

 ∑
j1+j2=j
l1+l2=l

f0,2j1,2l1 · f0,2j2,2l2

 µ(Ȟ)2j ∧ µ(pt)l .

The case Nf = 3 follows similarly. �

Definition 2.12. For Nf = 4, the formal power series

ZZZ4,c(q) =
∑
k≥1

ΦΦΦ4,c,1
k,0,0 q

k
2(2.26)

is the generating function for the SO(3)-Donaldson invariants with 2Nf = 8 massless
monopoles of CP2 for the spinC-structure with the canonical class c = (2r + 1) H.
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Remark. For c = 3 H and Nf = 4, the Euler class in Equation (2.17) is a top-
dimensional form, i.e., a form of degree 8(k − 1) on the moduli space. The first four
coefficients of (2.26) for r = 1 were determined in [23].

Lemma 2.13. For c = H, r = 0, we have ΦΦΦ4,c,1
2l,0,0 = 0 for all integers l.

Proof. For Nf = 4 and c = H, the Euler class in Equation (2.17) is a form on B∗

of degree 8k when k is even and 8(k − 1) when k is odd. Hence, ctop = 0 when k is
even and the top class is restricted to the moduli space of dimension 8(k − 1). The
statement follows. �

2.3. The N = 4 partition function. We will later show that the u-plane integral
determines a partition function (2.26) for the N = 2 topological SO(3)-theory on
CP2. The partition function satisfies a holomorphic anomaly equation analogous to
the partition function for the N = 4 topological SO(3)-theory on CP2 discussed in
[52, Sec. 4.2]. Vafa and Witten showed that the holomorphic part of the partition
function ZZZ is (c.f. [52, Equation (4.19)])

ZZZ+(τ) =
1

q
1
4

∑
k≥1

χ
(
M(−1, k)

)
qk ,(2.27)

where χ(M(−1, k)) is the Euler characteristic of the moduli space M(−1, k). The
partition function ZZZ(τ) satisfies the holomorphic anomaly equation

d

dτ̄
ZZZ (τ) =

3

16πi

ϑ2(2τ)

Imτ
3
2

.(2.28)

They conclude that ZZZ(τ) = ZZZ+(τ) +ZZZ−(τ) is a mock modular form of weight 3
2
:

ZZZ+ (τ) =
1

q
1
4

∑
α≥1

3H4α−1 qα ,

ZZZ− (τ) =
3

4
√

π

∑
l≥0

(2l + 1) Γ

(
−1

2
, π (2l + 1)2 Imτ

)
q−

(2n+1)2

4 ,

where Γ(−1/2, t) is defined in (5.3) and H4α−1 are the Hurwitz class numbers. The
comparison with Equation (2.27) implies χ(M(−1, k)) = 3H4k−1. This formula was
proved by Klyachko [25, Theorem 1.1]. It is well known that the generating function
for the stable rank-two sheaves is equal to the product of the generating function
(2.27) for the stable rank-two vector bundles and the contribution from the boundary.
Yoshioka [56, Theorem 0.4] determined that the contribution from the boundary
is equal to η−2χ (τ). He also determined directly a formula for ZZZ+(τ)/η2χ (τ) [56,
Theorem 0.1]. The first terms in the q-series expansion are

(2.29)
ZZZ+(τ)

η6 (τ)
=

1

q
1
2

(
q + 9 q2 + 48 q3 + 203 q4 + 729 q5 + 2346 q6 + 6918 q7 + . . .

)
.
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The expansion

ZZZ+ (τ)

η6 (τ)
=

1

q
1
2

[
3H3 q + (18H3 + 3H7) q2 + (81H3 + 18H7 + 3H11) q3

+ (294H3 + 81H7 + 18H11 + 3H15) q4 + . . .
]

coincides with Equation (2.29).

3. The Seiberg-Witten curves

In this section we define and classify the Seiberg-Witten curves needed to define
the regularized u-plane integral. A Seiberg-Witten curve is a rational elliptic surface
with a section and an analytical marking whose fibers are of Kodaira-type In and I∗n
with 0 ≤ n ≤ 4. Physics predicts that the Seiberg-Witten curve enodes the algebraic
topology of the moduli spaces of SO(3)-Donaldson theory.

3.1. Weierstrass elliptic fibrations. An elliptic curve E in the Weierstrass form
can be written as

y2 = 4x3 − g2 x− g3 ,(3.1)

where g2 and g3 are numbers such that the discriminant ∆ = g3
2 − 27g3 does not

vanish. In homogeneous coordinates [X : Y : W ], (3.1) becomes

WY 2 = 4X3 − g2 XW 2 − g3 W 3.

One can check that the point P with the coordinates [0 : 1 : 0] is always a smooth
point of the curve. We consider P the base point of the elliptic curve and the origin
of the group law on E. The two types of singularities that can occur as Weierstrass
cubics are a rational curve with a node, which appears when the discriminant vanishes
and g2, g3 6= 0, or a cusp when g2 = g3 = 0. Next, we look at a family of cubic curves
over CP1. The family is parametrized by the base space CP1 and a line bundle
N → CP1. The quantities g2 and g3 are promoted to global sections of N⊗4 and
N⊗6 respectively; the discriminant becomes a section of N⊗12. If the sections are
generic enough so that they do not always lie in the discriminant locus, we obtain a
Weierstrass fibration π : Z → CP1 with section. Each fiber comes equipped with the
base point P , which defines a section σ of the elliptic fibration which does not pass
through the nodes or cusps. The bundle N is the conormal bundle of the section σ.
We will always assume N = OCP1(−1). We will also assume that in the coordinate
chart [u : 1] ∈ CP1, the discriminant ∆ is a polynomial of degree Nf + 2 in u, and g2

and g3 are polynomials in u of degree at most 2 and 3 respectively. The space of all
such Weierstrass elliptic surfaces has Nf +1 moduli. To see this, first consider the case
where Nf = 4. From the seven parameters defining g2 and g3, two can be eliminated
by scaling and a shift in the u-plane. Furthermore, we can arrange the coefficient of
g2 of degree two and the coefficient of g3 of degree three to be the modular invariants
of an elliptic curve with periods 1 and τ0. The remaining four coefficients can be
expressed in terms of four complex parameters [45]. In physics, they are usually



SO(3)-DONALDSON INVARIANTS OF CP2 AND MOCK THETA FUNCTIONS 17

denoted m1, . . . ,mNf
, and called the masses of the hypermultiplets. We will explain

their geometric meaning below (c.f. Fact 3.4). For 0 ≤ Nf ≤ 3, we obtain 4 − Nf

additional constraints from the requirement that the discriminant has degree Nf + 2.
A non-trivial elliptic fibration has to develop singular fibers; the classification of the
singular fibers is part of Kodaira’s classification theorem of all possible singular fibers
of an elliptic fibration (cf. [38]). For generic values of the masses, the polynomial
∆ has only Nf + 2 simple zeros for |u| < ∞, where the elliptic fibration develops a
node (i.e. a singular fiber of Kodaira type I1). For special values for m1, . . . ,mNf

,
several singular fibers of Kodaira type I1 can coalesce and form singular fibers of
Kodaira type Ik with k ≥ 2, where the discriminant has a zero of order k. The
second chart over the base space is [1 : v] ∈ CP1. The intersection of the two charts
is given by u = 1/v with v 6= 0. The Weierstrass coordinates transform according
to x 7→ v2x and y 7→ v3y; since g2 and g3 are sections of N4 and N6 respectively,
they transform according to g2 7→ v4 g2 and g3 7→ v6 g3. The discriminant ∆ 7→ v12 ∆
becomes a polynomial in v of degree 10−Nf . From Kodaira’s classification theorem
it follows that the singular fiber E∞ over u = ∞ (v = 0) is a cusp, a singular fiber of
Kodaira type I∗4−Nf

. In physics, a Weierstrass fibration of the type described is called
a Seiberg-Witten curve. Z has surface singular points whenever all partial derivatives
in u, x, y simultaneously vanish. Singular fibers of Kodaira type I1 do not give rise to
surface singularities, whereas all singular fibers of Kodaira type In, with n ≥ 2, and
I∗n, with n ≥ 0, do. It is known [38, Sec. 4.6] that a Weierstrass fibration is rational
(i.e. birational to CP2), if g2 and g3 are polynomials in u of degree at most 4 and

6 respectively. The minimal resolution Ẑ of Z is the blow-up of CP2 in nine points,
and therefore has Picard number 10. The section σ uses up one dimension, and so
the number of components of any singular fiber is at most nine since the components
are always independent in the Neron-Severi group. However, not all configurations of
singular fibers exist. Conversely, by contracting every component of the fiber which
does not meet σ, we obtain the normal surface Z. A complete list of the possible
configurations of singular fibers of the rational elliptic surfaces with sections that
appear as Seiberg-Witten curves will be presented in Lemma 3.1. We also list the
constraints on the moduli, which when substituted into the Weierstrass presentation
in [45], realize the configuration of singular fibers and hence prove their existence.

3.2. The Mordell-Weil Lattice. Let us fix a generic smooth fiber E of π : Z →
CP1. Let MW(π) be the group of sections of π which can be naturally identified with
the rational points of E with the origin given by σ. The group MW(π) is equipped

with a natural bilinear height pairing [41]. The Picard group of Ẑ is an unimodular
lattice with signature (1, 9). The section σ and the smooth fiber class E generate a
two dimensional lattice that splits off the Picard lattice as I ⊕ −I. The orthogonal
complement 〈σ, E〉⊥ is isomorphic to the even negative definite rank 8 unimodular
lattice E8 [37]. Each reducible fiber consists of a certain number of components that
form a sublattice in the Picard lattice. In particular, a reducible fiber of type Ik and
I∗k generate a root lattice of type Ak−1 and Dk+4 respectively. We will denote the
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direct sum of the sublattices of the Picard group generated by the components of the
fibers not meeting the section σ by T. Thus, T must have an embedding into the E8

lattice. It turns out that T⊥ is isomorphic to the dual lattice of the free part of the
Mordell-Weil group [MW(π)/ MW(π)tor]

∗. Oguiso and Shioda [41] proved a complete
structure theorem of the Mordell-Weil group including the torsion subgroup. In the
table of Lemma 3.1, we can therefore present T, MW(π) as well as their ranks, and
the classification number assigned by Oguiso and Shioda.

Lemma 3.1. The following is a complete list of the singular fibers of the rational
elliptic surfaces with sections that appear as the Seiberg-Witten curves (up to permu-
tation of the masses):

Nf No r rkT # tor T MW(π) E∞ Eu,sing mass constraints
4 9 4 4 1 D4 D∗4 I∗0 6I1 generic
4 18 3 5 1 D4 ⊕A1 A∗⊕3

1 I∗0 I2, 4I1 m1 = m2

4 32 2 6 1 D4 ⊕A2 A∗1 ⊕ 〈 1
6 〉 I∗0 I3, 3I1 m1 = m2 = m3

4 34 2 6 2 D4 ⊕A⊕2
1 A∗⊕2

1 ⊕ Z2 I∗0 2I2, 2I1 m1 = m2 = 0
4 54 1 7 2 D4 ⊕A3 〈 1

4 〉 ⊕ Z2 I∗0 I4, 2I1 m1 = m2 = m3 = 0
4 57 1 7 4 D4 ⊕A⊕3

1 A∗1 ⊕ (Z2)2 I∗0 3I2 m1 = m2,m3 = m4 = 0

Nf No r rkT # tor T MW(π) E∞ Eu,sing mass constraint
3 16 3 5 1 D5 A∗3 I∗1 5I1 generic
3 30 2 6 1 D5 ⊕A1 A∗1 ⊕ 〈 1

4 〉 I∗1 I2, 3I1 m1 = m2

3 50 1 7 1 D5 ⊕A2 〈 1
12 〉 I∗1 I3, 2I1 m1 = m2 = m3

3 52 1 7 2 D5 ⊕A⊕2
1 〈 1

4 〉 ⊕ Z2 I∗1 2I2, I1 m1 = m2 = 0
3 72 0 8 4 D5 ⊕A3 Z4 I∗1 I4, I1 m1 = m2 = m3 = 0

Nf No r rkT # tor T MW(π) E∞ Eu,sing mass constraint
2 26 2 6 1 D6 A∗⊕2

1 I∗2 4I1 generic
2 48 1 7 2 D6 ⊕A1 A∗1 ⊕ Z2 I∗2 I2, 2I1 m1 = m2

2 71 0 8 4 D6 ⊕A⊕2
1 (Z2)2 I∗2 2I2 m1 = m2 = 0

Nf No r rkT # tor T MW(π) E∞ Eu,sing mass constraint
1 46 1 7 1 D7 〈 1

4 〉 I∗3 3I1 -

Nf No r rkT # tor T MW(π) E∞ Eu,sing

0 64 0 8 2 D8 Z2 I∗4 2I1

In the table above, we have put r = rk MW(π), # tor = |MW(π)tor| and 〈m〉 for a
rank 1 lattice Zx with 〈x, x〉 = m. The embedding of T into −E8 is unique up to the
action of the Weyl group. The following configurations of singular fibers do not exist
on a rational elliptic surface:

Nf E∞ Eu,sing Nf E∞ Eu,sing

4 I∗0 I6 2 I∗2 I4

4 I∗0 I5, I1 2 I∗2 I3, I1

4 I∗0 I3, I3 1 I∗3 I3

4 I∗0 I4, I2 1 I∗3 I2, I1

4 I∗0 I3, I2, I1 0 I∗4 I2

3 I∗1 I5

3 I∗1 I3, I2
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Proof. Using the parametrization of Seiberg and Witten [45], one determines the zeros
of g2, g3, ∆ and their degrees which will determine the singularities of Kodaira type
Ik and I∗k . The obtained configuration of singular fibers appear in [41], and they
give T and MW(π). The uniqueness of the embedding follows from the fact that the
Seiberg-Witten curves by construction always contain a singular fiber of type I∗k and
[41, Thm. 3.3]. The impossible configurations are found in a list produced by Persson
[43], and are further explained by Miranda [38]. �

Let Λ be the set of simple roots of the Mordell-Weil lattice (i.e. a basis with the
property that every vector in the root lattice is a linear combination of elements of
Λ with all coefficients non-negative). For each α ∈ Λ, we denote the corresponding
section by sα ∈ MW(π). The sections sα generate MW(π), and we denote the union
of all sections by S =

∑
α∈Λ sα.

3.3. Analytical marking and Seiberg-Witten one-form. We will denote by UP
the base curve CP1 with small open discs around the points with a singular fiber
removed. In physics, UP is known as the u-plane. The restriction of π : Z → CP1

to UP, which we will still denote by Z, is a smooth four-dimensional manifold with
a three-dimensional boundary with multiple components, and so π : Z → UP is a
proper, surjective, holomorphic map of smooth complex manifolds. We denote by ΩZ

the canonical bundle of Z. The spaces H0(ΩZ) is the space of global holomorphic two-
forms on Z. We fix a smooth fiber Eu of the fibration, and thus have dim H1(Eu) = 2.
Since a base point is given in each fiber by the section σ, we can choose a symplectic
basis {Au, Bu} of the homology H1(Eu) with respect to the intersection form, called
a homological marking. We cannot define Au, Bu globally over UP. The cycles are
transformed by monodromies around the points with singular fibers. However, we
can define globally an analytical marking. An analytical marking is a choice of a
non-zero holomorphic one-form on the smooth fiber Eu. We choose the canonical
holomorphic differential dx/y ∈ H0(ΩEu) in the coordinates of (3.1) where ΩEu is
the holomorphic cotangent bundle of Eu. Similarly, let ΩUP be the restriction of the
canonical bundle on CP1 to UP. The bundle ΩZ/UP = ΩZ ⊗ (π∗ΩUP)−1 restricts to
the canonical bundle ΩEu on each smooth fiber Eu. Thus, given the rational elliptic
surface Z → UP and the analytic marking, we can associate to it the holomorphic
symplectic two-form ΩSW = du ∧ dx/y ∈ H0(ΩZ). The Picard-Fuchs equations on
Z → UP ask whether there is a meromorphic one-form λSW ∈ H0(ΩZ−S/UP), called
the Seiberg-Witten differential, such that ΩSW is the derivative of λSW :

Definition 3.2. The Picard-Fuchs equations on Z → UP for λSW ∈ H0(ΩZ−S/UP)
are

d

∫
Au

λSW =

∫
Au

ΩSW , d

∫
Bu

λSW =

∫
Bu

ΩSW ,(3.2)

where d is the exterior derivative on UP.

In general, λSW has poles located at the intersection of sections and fibers, and it
is only well-defined as a section of ΩZ−S/UP. We denote the period integrals of the



20 ANDREAS MALMENDIER AND KEN ONO

elliptic fiber by 2 ω du =
∫

Au
ΩSW and 2 ω′ du =

∫
Bu

ΩSW , and the integrals of λSW

by 2 a =
∫

Au
λSW and 2 aD =

∫
Bu

λSW . The modular parameter of the elliptic fiber

Eu is τ = ω′/ω ∈ H. We have that ω, ω′ are sections of a holomorphic rank-two
vector bundle over UP, called the period bundle. The vector bundle is equipped with
a flat connection ∇ : H0

(
ΩZ−S/UP

)
→ H0 (ΩUP)⊗H0

(
ΩZ−S/UP

)
which satisfies the

equation∇λSW = ΩSW , and is known as the Gauss-Manin connection. The holonomy
of the connection around the singular fibers determines a local system on UP and a
representation of the fundamental group π1(UP) → SL2(Z) [2, 46]. The connection
has regular singularities at the base points of the singular fibers [47, 36].

Remark. The variable a used in [44, 45] is related to a by a = 2
√

2π a.

For the Seiberg-Witten curves listed in Lemma 3.1, the following two facts were
proved in [45] by an explicit computation. For their interpretation in terms of the
Gauss-Manin connection on the period bundle, we refer to Shimizu [49, Lemma 3.1.5,
Rem. 3.2.6].

Fact 3.3. The Picard-Fuchs equations (3.2) have a solution λSW ∈ H0(ΩZ−S/UP)
which is unique up to a holomorphic one-form on Z.

Fact 3.4. For each sα ∈ MW(π) with α ∈ Λ, the residue mα = Ressα(λSW ) is flat.
Up to the permutation of the roots, the residues are the parameters m1, . . . ,mNf

in
the description of the rational elliptic surfaces in Lemma 3.1.

4. The u-plane integral

In this section we define the regularized u-plane integral on CP2. The u-plane
integral will depend on the choice of a Seiberg-Witten curve (i.e. a rational elliptic
surface with a section and an analytical marking). To compute the u-plane integral,
the integral has to be renormalized and then extended across the points in the u-plane
with singular fibers. For CP2, we will show that the regularized u-plane integral re-
ceives contributions only from the point u = ∞, where the fiber is cuspidal. The
regularized u-plane integral computes the generating function of a N = 2 supersym-
metric, topological U(1)-gauge theories on CP2. In physics, the theory is called the
low energy effective field theory. We compute the u-plane integrals on CP2 for the
Weierstrass presentations of the cases # 54, 57, 64, 71, 72 in Lemma 3.1.

4.1. Massless Seiberg-Witten curves for Nf = 0, 2, 3. Here we consider the
Seiberg-Witten curves when Nf = 0, 2, 3.
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Lemma 4.1. In Lemma 3.1, the cases # 64, 71, 72 are the only elliptic modular
surfaces. The Weierstrass presentations are as follows:

Nf = 0,#64 u(0) ∈ UP(0)
ε = CP1 −Bε(−1)−Bε(1)−Bε(∞)

Esing I1 I1 I∗4 g
(0)
2 = (u(0))2

12 − 1
16 τ (0) ∈ H/Γ0(4)

u
(0)
sing −1 1 ∞ g

(0)
3 = (u(0))3

216 − u(0)

192 u(0) = 1
2

ϑ4
2+ϑ4

3
[ϑ2 ϑ3]

2

τ
(0)
sing 0 2 ∞ ∆(0) = 1

4096

[(
u(0)

)2 − 1
]

ω(0) =
√

2 π ϑ2 ϑ3

Nf = 2,#71 u(2) ∈ UP(1)
ε = CP1 −Bε(−1)−Bε(1)−Bε(∞)

Esing I2 I2 I∗2 g
(2)
2 = (u(2))2

12 + 1
4 τ (2) = τ(0)

2 ∈ H/Γ(2)

u
(2)
sing −1 1 ∞ g

(2)
3 = (u(2))3

216 − u(2)

24 u(2) = u(0)

τ
(2)
sing 0 1 ∞ ∆(2) = 1

64

[(
u(2)

)2 − 1
]2

ω(2) = ω(0)

Nf = 3,#72 u(3) ∈ UP(3)
ε = CP1 −Bε(0)−Bε(1)−Bε(∞)

Esing I4 I1 I∗1 g
(3)
2 = (u(3))2

12 − 5u(3)

4 + 11
16 τ (3) = − 1

τ(0)

u
(3)
sing − 1

2
1
2 ∞ g

(3)
3 = (u(3))3

216 +
7(u(3))2

48 u(3) = − 2
u(0)−1

− 1
2

τ
(3)
sing 0 − 1

2 ∞ − 29u(3)

96 + 7
64 ω(3) = π

2

(
ϑ2

3 − ϑ2
4

)
∆(3) = − 1

512

(
2u(3) − 1

) (
2u(3) + 1

)4
The relation between the discriminant and the Dedekind eta-function is given by

∆ = π12 η24(τ)/ω12. Bε(using) is the ε-disc around the point using with singular fiber.

Proof. Shioda [51] proved that elliptic modular surfaces have maximal Picard number.
The Seiberg-Witten curves # 64, 71, 72 are the only extremal ones. The parametriza-
tion in the cases # 64, 71 was given in [44, 45]. The cases # 64 and # 71 are related
by a two-isogeny. We have obtained the parametrization for #72 by twisting the
fibration in # 64. The Weierstrass presentations of any two surfaces that are related
by a twist are related by ‘starring’ one and ‘unstarring’ another singular fiber of the
first fibration to obtain the second. The Euler number of the singular fibers increase
or decrease by six respectively. One multiplies g2 and g3 by (u + 1)2 and (u + 1)3

respectively to obtain the new g2 and g3 up to a change of the chart on CP1. �

Remark. The rational elliptic surfaces in the cases # 54, 57 in Lemma 3.1 are said to
be in non-canonical form since they can be obtained by twisting the elliptic fibrations
# 64, 71 in Lemma 4.1. We will discuss the three cases in Lemma 4.3.

Remark. We label the points in the u-plane with a singular fiber by an index s ∈
{D, M,∞}. The two points in the u-plane with |using| < ∞ where the fiber is of
Kodaira-type IKs are called the points where the dyon (using = 1/2 or 1) and monopole
(using = −1/2 or −1) becomes massless. There is a duality transformation τ = As ·τs

with As ∈ SL2(Z) such that approaching the singular point corresponds to Imτs →∞.
We set us(τs) = u(τ) and As ·ωs(τs) = ω(τ). Over u = ∞, the fiber is of Kodaira-type
I∗4−Nf

, and approaching the singular point corresponds to Imτ →∞. We set τ∞ = τ

and u∞ = u. If Nf is fixed, we will often suppress the superindex (NF ).
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Remark. The ε-disc Bε(using) around the point using with a singular fiber of the
Kodaira-type IKs is constructed as follows: the boundary of the ε-disc corresponds
to the line in the τs-coordinate with Re τs ∈ [0; Ks] and Imτs = − ln ε. The ε-disc
around around the point using = ∞ with a singular fiber of the Kodaira-type I∗4−Nf

is constructed as follows: the boundary of the ε-disc corresponds to the line in the
τ -coordinate with Re τ ∈ [0; 4−Nf ] and Imτ = − ln ε.

Lemma 4.2. For |qs| < 1, there are normally convergent power series expansions,
where αs,m, βs,m ∈ Q, such that

us(τs) =
∑
m≥0

αs,m q
m
Ks
s ,

ω2
s(τs) =

∑
m≥0

βs,m q
m
Ks
s .

(4.1)

For |q| < 1, there are normally convergent power series expansions, where αm, βm ∈
Q, such that [

q
1

4−Nf u(τ)
]

=
∑
m≥0

αm q
m

4−Nf ,

[
q
− 1

4−Nf ω2(τ)
]

=
∑
m≥0

βm q
m

4−Nf .
(4.2)

Proof. The proof is a direct consequence of the explicit Weierstrass presentations in
Lemma 4.1. �

Lemma 4.3. In the cases # 64, 71, 72, the Seiberg-Witten meromorphic one-form is

(4.3) λSW =
(Nf + 2) u

3

dx

y
−

δ3,Nf

2

dx

y
− 4(4−Nf )

x dx

y
,

and it has vanishing residues. The integrals over the A-cycle and B-cycle are

a =
(Nf + 2) u

3
ω −

δ3,Nf

2
ω + (4−Nf )

π2 E2(τ)

3 ω
,(4.4a)

aD =
(Nf + 2) u

3
ω′ −

δ3,Nf

2
ω′ + (4−Nf )

π2 τ E2(τ)

3 ω
− 2πi

4−Nf

ω
,(4.4b)

such that da/du = ω, daD/du = ω′, and

(4.5) ω′ a− ω aD = 2πi (4−Nf ) .

Proof. Equation (4.3) was proved in [17]. The case Nf = 2 follows from the case
Nf = 0 using the equation E2(τ/2) = 2 E2(τ) − u ω2/π2. Equations (4.4) follows
from the fact that the integrals of the meromorphic form x dx/y over the A-cycle
and B-cycle equal

∫
Au

x dx/y = −2 η and
∫

Bu
x dx/y = −2[τ η − πi/(2ω)] with η =

π2 E2(τ)/(12ω). �

Remark. In the cases # 64, 71, 72, the Picard-Fuchs equations (3.2) are second order
hypergeometric ordinary differential equations with three regular singularities [46].
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4.2. The Renormalization Group. To describe the u-plane integral, we have to

introduce the two-observable T̂ of the low energy effective field theory for the families
# 64, 71, 72 described in Lemma 4.1. To do so, we rescale (3.1) describing the elliptic
fiber over u by Λ6 and introduce xΛ = Λ2x, yΛ = Λ3y, gΛ,2 = Λ4g2, gΛ,3 = Λ6g3. Then,
we observe that (3.1) is still satisfied in the rescaled quantities. We also rescale the
coordinate of the base space uΛ = Λ2 u. In physics, rescaling in this manner is called
the action of the renormalization group. One of the important properties of the
renormalization group is that the holomorphic symplectic two-form is not invariant
but rescaled ΩΛ,SW = Λ ΩSW . We set aΛ = Λ a and consider uΛ a function of aΛ.

Definition 4.4. The contact term of the renormalization group flow is

(4.6) T =
1

4−Nf

(
Λ

∂uΛ

∂Λ

)
aΛ=const

∣∣∣∣∣
Λ=1

.

Lemma 4.5. We have that T = −π2 E2(τ)
3 ω2 + u

3
+

δ3,Nf

2
.

Proof. From the equation daΛ = aΛ

Λ
dΛ + Λ da

du
du = aΛ

Λ
dΛ + Λ2 ωΛ du it follows

Λ duΛ = 2 Λ2 u dΛ + Λ3 du =

(
2 uΛ −

aΛ

ωΛ

)
dΛ +

Λ

ωΛ

daΛ ,

whence

T = 1
4−Nf

(
2 u− a

ω

)
− δ3,Nf

= −π2 E2(τ)
3 ω2 + u

3
+

δ3,Nf

2
.(4.7)

�

Lemma 4.6. We have that T satisfies T = O(u−1) as u →∞.

Proof. On the elliptic curve Eu in (3.1), we have the following relation between g2, g3

and the Eisenstein series E4(τ), E6(τ) of weight four and six

g3

g2

=
π6

216 ω6 E6(τ)
π4

12 ω4 E4(τ)
=

π2

18 ω2

E6(τ)

E4(τ)
,

whence

T = −6 g3

g2

E2(τ) E4(τ)
E6(τ)

+ u
3

+
δ3,Nf

2
.(4.8)

It is easy to check from the presentation in Lemma 4.2 that near the singular fiber of
type I∗4−Nf

, the behavior of q = exp(2πiτ) is as follows:

q =
1

u4−Nf

(
c0 + O(u−1)

)
(u →∞) .(4.9)

It follows from the presentation in Lemma 4.1 that near the singular fiber of type
I∗4−Nf

, we have the following behavior

g3

g2

=
u

18
+

31

12
δ3,Nf

+ O(u−1) (u →∞) .
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For Nf = 0, 1, 2 the claim follows. Using the equation ∆ = π12 η24(τ)/ω12, we compute
c0 = −1/16 in (4.9) for Nf = 3 and case #72. It follows that

E2(τ) E4(τ)

E6(τ)
=

(
1− 24 c0

u

) (
1 + 240 c0

u

)(
1− 504 c0

u

) + O(u−2)

= 1− 45

u
+ O(u−2) (u →∞) ,

and the claim follows from the expansion of (4.8) as u →∞. �

Remark. The asymptotic behavior proved in Lemma 4.6, together with the holomor-
phicity in u, was originally used by Moore and Witten [39] to define T . It was later
shown [33, 34] that T can be described as the contact term of the renormalization
group flow which allows a definition in terms of the geometry of the elliptic surface
alone. However, for Nf = 3 these two methods of determining T generally only agree
up to a shift in u. The variable u(3) defined in Lemma 4.1 is chosen in a way that

makes the two methods agree. The variable u(3) relates to the variable u
(3)
SW used by

Seiberg and Witten [45] by u(3) = u
(3)
SW − 1/2.

Finally, to obtain an expression which is a modular invariant in τ , we make the
following definition.

Definition 4.7. For the elliptic surfaces in the cases # 64, 71, 72 in Lemma 4.1, the
two-observable of the low energy effective field theory is

(4.10) T̂ = −π2 Ê2(τ)

3 ω2
+

u

3
+

δ3,Nf

2
,

where Ê2(τ) is the non-holomorphic weight 2 Eisenstein series defined by

Ê2(τ) = E2(τ)− 3

π Imτ
.

4.3. The u-plane integral. We briefly describe some features of the low energy
effective field theory on CP2. In particular, we outline the physics argument on how
the generating function is computed using the language of determinant line bundles so
that the reader can see how the idea arose in physics that elliptic integrals compute the
Donaldson invariants. The bosonic fields of the classical field theory are a connection
a on a line bundle L → CP2 with the curvature Fa and a complex valued function
ϕ ∈ C∞(CP2; C). A family of bosonic gauge-invariant actions is parametrized by a
complex coupling coupling τ ∈ H which is the modular parameter τ of the elliptic
fiber Eu of a Seiberg-Witten curve Z → UPε in Lemma 4.1, and it is given by

S =
iτ̄

16π

∫
CP2

F+
a ∧ F+

a +
iτ

16π

∫
CP2

F−
a ∧ F−

a

+
i

4

∫
CP2

Fa ∧ α +
Imτ

8π

∫
CP2

dϕ ∧ ∗dϕ̄ ,

(4.11)
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where α ∈ H2(CP2) is an integer class whose mod-two reduction is w2(CP2). The
critical points of the action are self-dual connections (i.e. F−

a = 0), and a constant ϕ.
The field theory is connected to the SO(3)-Donaldson theory in Section 2.1 through
two global constraints: the topological condition c1(L)[Ȟ] = (2 c2(ξ)+c2

1(ξ))[CP2], and
the constraint ϕ = a, where a is the integral of λSW over the A-cycle in Lemma 4.3.
The first condition implies c1(L) = [− 1

2π
Fa] = (2k + 1) H, the latter will be further

explained below. If we view τ as a function of a, each critical point of the action in
(4.11) is labeled by the discrete topological data k and the continuous modulus a.
The action S at a critical point (k, a) is

S(0) = iπτ̄

(
k +

1

2

)2

− iπ

(
k +

1

2

)
.

The path integral for the supersymmetric extension of the action in (4.11) can be
defined with mathematical rigor by the stationary phase approximation [53]. The
quadratic approximation of the action around a critical point is the Hessian of the
supersymmetric extension of S. It determines a free field theory in the collected

variations of the bosonic fields Φ̃ and fermionic fields Ψ̃ of the form

S(2) =

∫
CP2

vol
(〈

Φ̃, ∆(k,a)Φ̃
〉

+
〈
Ψ̃, /D(k,a)Ψ̃

〉)
,

where ∆(k,a) is a family of second-order elliptic operators, and /D(k,a) is a family of real
skew-symmetric first-order operators depending on the moduli. We point out that
the operators ∆(k,a) and /D(k,a) describe the Hessian of the supersymmetric action
that describes the gauge theory, but also the coupling to gravity. The functional
integration over the fluctuations (i.e. the coordinates of the normal bundle at the
critical points), is an infinite-dimensional Gaussian integral. We define the semi-
classical path integral2∫ [

DΦ̃ DΨ̃
]

e−S(2)

to be
pfaff ′ /D(k,a)√

det′∆(k,a)

.

The above expression is a section of the product of the Pfaffian line bundles over the
moduli space. To proceed further, one has to be able to integrate this section over the
moduli space. To do so, the line bundle needs to be flat. In physics, this is called the
vanishing of the local anomaly. Since the topology of the moduli space is not trivial,
the section can still have holonomy around non-trivial loops in the moduli space. To
make sure that the bundle is globally trivial as well, the holonomy around all curves
needs to be the identity. In physics, this is called the vanishing of the global anomaly.
Finally, it is not enough to have a trivial line bundle. We also need a canonical
trivialization (i.e. a trivializing section). All these points are in fact satisfied [35],
and we regard the ratio of determinants as a function on the moduli space. We then

2The Gaussian integral for the free field theory is actually well-defined and agrees with the ratio
of the Pfaffians in the definition we give.
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carry out the integral over the continuous moduli, and we carry out the sum over the
discrete moduli to obtain the semi-classical approximation of the partition function∑

k∈Z

∫
da ∧ dā e−S(0)

∫ [
DΦ̃ DΨ̃

]
e−S(2)

=
∑
k∈Z

∫
da ∧ dā e−S(0) pfaff ′ /Dk,a√

det′∆k,a

.

(4.12)

In the case which is relevant for the definition of the u-plane integral, physical con-
siderations guarantee that the semi-classical approximation is in fact exact [39, 53],
and (4.12) is the full quantum partition function. Moore and Witten [39] also showed
that

(4.13)
pfaff ′ /Dk,a√

det′∆k,a

= − 4i

(2π)
3
2

1√
Imτ

dτ̄

dā

(∫
Ȟ

Fa

)
∆

1
8

ω
3
2

,

where the last term on the right side in (4.13) describes the coupling to gravity on CP2,
which had already been determined by Witten [54]. We not only want to determine
the partition function, but we also wish to construct the generating function with the
insertion of the observables that correspond to the observables in (2.6) for the SO(3)-
Donaldson theory on CP2. Moore and Witten [39] determined that µ(pt) 7→ 2u as

a consequence of the choice ϕ = a, and µ(Ȟ) 7→ T̂ , where T̂ was defined in (4.10).
Thus, we obtain the generating function∑

k∈Z

∫
da ∧ dā e−S(0)

∫ [
DΦ̃ DΨ̃

]
e−S(2)

e2 u p+S2 bT

=
∑
k∈Z

∫
da ∧ dā e−S(0) pfaff ′ /Dk,a√

det′∆k,a

e2 u p+S2 bT .

(4.14)

We use the formula

(4.15)
∑
k∈Z

eiπ(k+ 1
2)
(

k +
1

2

)
e−iπτ̄ (k+ 1

2)
2

= i η3(τ) ,

the substitution rule, (4.13) and (4.12) to make the following definition:

Definition 4.8. The generating function of the massless Nf low energy effective field
theory on CP2 is

(4.16) Z̃ZZ
Nf

UPε
(p, S) = − 8√

2π

∫
UPε

du ∧ dū√
Imτ

dτ̄

dū

∆
1
8

ω
1
2

e2 u p+S2 bT η3(τ) .

By UPε, we denote the base curve CP1 with small open ε-discs around the points
with the singular fiber of Kodaira-type IKs and the point u = ∞ with the singular

fiber of Kodaira-type I∗4−Nf
, removed. Also, we respectively let τ, ∆, ω, T̂ denote the

modular parameter, the discriminant, the period integral over the A-cycle, and the
two-observable of the regular fiber defined for the families # 64, 71, 72 by (4.10).
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Lemma 4.9. The generating function in (4.16) is well-defined.

Proof. For the integral to be well-defined we have to check two facts: the integral
in (4.16) is locally well-defined since the poles of the integrand only appear at the
singular locus which have been removed. Secondly, the integrand is written in terms
which have monodromy in τ . The τ -dependent part of the integral is

(4.17)
π

3
2

√
Imτ

dτ̄

dū

|η(τ)|6

ω2
eS2 bT .

It is easy to show that the term is invariant under any modular transformation Γ ⊂
SL2(Z) which leaves u invariant. �

In summary, formula (4.11) is the bosonic part of the low energy effective field
theory. A physics argument says that computing the non-abelian Donaldson invari-
ants can be reduced to a saddle-point computation in an abelian theory given by the
supersymmetric extension of (4.11) where the coupling constant is taken to be the
τ -parameter of a Seiberg-Witten family of curves.

4.4. The Mock modular form. To compute the generating function, we integrate
by parts using the “holomorphic part” of a weight 1/2 harmonic Maass form. The
weight 1/2 harmonic Maass form is given in Theorem 7.2, and the holomorphic part
of a weight 1/2 harmonic Maass form is defined in Equation (5.5). We set Q(τ) =
Q+(τ) + Q−(τ), where Q+(τ) with q = exp (2πiτ) is the holomorphic part of this
Maass form. The holomorphic part has a series expansion of the form

(4.18) Q+ (τ) =
1

q
1
8

∑
α≥0

Hα q
α
2 =

1

q
1
8

(
1 + 28 q

1
2 + 39 q + 196 q

3
2 + 161 q2 + . . .

)
.

The “non-holomorphic part” Q− is

Q− (τ) =
1

q
1
8

∑
α≥0

H−α q−α = − 2i√
π

∑
l≥0

(−1)l Γ

(
1

2
, π

(2l + 1)2

2
Imτ

)
q−

(2l+1)2

8(4.19)

where Γ(1/2, t) is defined in (5.3). The non-holomorphic part Q− has an exponential
decay since

Γ

(
1

2
, t

)
=

e−t

√
t

(
1 + O(t−1)

)
(t →∞) .

Setting ζ2k = exp(πi/k) it follows that ζ2
8 Q+(τ + 2) = Q+(τ) and ζ8 Q−(τ + 1) =

Q−(τ). Thanks to Theorem 7.2, we know that

(4.20)
√

2i
d

dτ̄
Q (τ) =

1√
Imτ

η3(τ) .

We have the following analog of [39, (9.18)] for Q:
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Lemma 4.10. The function

Ek
1
2
[Q] =

k∑
j=0

(−1)j

(
k

j

)
Γ
(

1
2

)
Γ
(

1
2

+ j
) 22j 3j Ek−j

2 (τ)

(
q

d

dq

)j

Q (τ)

is modular of weight 2k + 1/2 for Γ(2) ∩ Γ0(4) and satisfies

(4.21)
√

2i
d

dτ̄
Ek

1
2
[Q] =

1√
Imτ

Êk
2 (τ) η3(τ) .

Proof. The proof of the modularity is very similar to the proof of the Lemma in [39,
Sec. 9.1]. Let f be modular of weight (s, 0). Cohen’s operator acting on f is given by

Fr[f ] =
r∑

j=0

(
r

j

)
Γ(s + r)

Γ(s + j)

(
1

2iy

)r−j (
d

dτ

)j

f .

If f is modular of weight (s, 0) for Γ(2) ∩ Γ0(4) then Fr[f ] is modular of weight
(2r + s, 0) for Γ(2) ∩ Γ0(4). One can easily check that

Ek
1
2
[Q] =

k∑
m=0

(
k

m

)
Γ
(

1
2

)
Γ
(

1
2

+ k −m
) (6i

π

)k−m

Êm
2 (τ) Fk−m[Q] .

Moreover, we apply d/dτ̄ to Q(τ) in each summand. We use the fact that η3(τ) does

not depend on τ . Using
(

d
dτ

)j 1√
Imτ

= (−1)j Γ( 1
2
+j)

Γ( 1
2)

√
2i

(τ−τ̄)j+1
2

the claim follows. �

For the different coordinate patches around the cusps of Kodaira-type I∗4−Nf
and IKs

in Lemma 4.2 we need to define the transforms of Q which we will use to integrate by
parts in equation (4.25). If F (τ) is a solution to (4.20), then taking τ 7→ −1/τ and

τ 7→ τ + n, implies that F̃ (τ) = (−1/τ)/
√
−iτ and ζn

8 F (τ + n) are solutions as well.
Their non-holomorphic parts equal Q−(τ) in equation (4.19) since the transforms
satisfy the same differential equation in ∂τ̄ .

Lemma 4.11. The function Q(τ) satisfies

1√
−i τ

Q

(
−1

τ

)
=

1√
−i τ

ζ2
8 Q

(
2− 1

τ

)
.

We have the following q-expansion for the holomorphic part[
1√
−i τ

Q

(
−1

τ

)]+

=
1

q
1
8

(
5

2
+

111

2
q +

413

2
q2 + 819 q3 +

4407

2
q4 + . . .

)
.

Proof. It is proved in Theorem 7.2 that

Q(τ) = −7

2
A3,8(τ) +

3

2
A7,8(τ)− 1

2
B(τ) + 4 M(τ)

=
1

q
1
8

(
1 + 28 q

1
2 + 39 q + 196 q

3
2 + 161 q2 + . . .

)
,
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where the functions A3,8, A7,8, B, M are defined in (7.9), (7.8), and (7.10). We have
the following transformation properties

ζ8 A3,8(τ + 1) = −A3,8(τ) ,

ζ8 B(τ + 1) = B(τ) ,

ζ8 A7,8(τ + 1) = A7,8(τ) ,

ζ8 M(τ + 1) = M(τ) .

The expansions of the modular forms in −1/τ can be computed easily. For example,
we have

1√
−i τ

A3,8

(
−1

τ

)
= −1

2

η8
(

τ
2

)
η7(τ)

=
1

q
1
8

(
−1

2
+ 4 q

1
2 − 27

2
q + 28 q

3
2 . . .

)
,

and similar equations for B(τ), A7,8(τ). For the expansion of M we use Theorem 6.2
to show that

1√
−i τ

M

(
−1

τ

)
= −

√
i

4 q
1
32

µ̂

(
1

2
,
1

4
− τ

8
;
τ

4

)
− 1

4
√

i q
1
32

µ̂

(
1

2
,
3

4
− τ

8
;
τ

4

)
=

1

q
1
8

(
1

2
q

1
4 − q

1
2 + 2 q

3
4 − 3 q + . . .

)
.

This proves the series expansion. The second series expansion then follows from
ζ2
8 Q(τ + 2) = Q(τ) . �

Definition 4.12. We set Q
(0)
∞ (τ) = Q

(2)
∞ (τ) = Q(τ), and

Q
(0)
D (τ) = Q

(0)
M (τ) =

1√
−i τ

Q

(
−1

τ

)
.

Similarly, we define

Q
(2)
M (τ) =

1√
−i τ

Q

(
−1

τ

)
, Q

(2)
D (τ) =

1√
−i τ

ζ8 Q

(
1− 1

τ

)
.

For Nf = 3, we set

Q(3)
∞ (τ) = Q

(0)
M (τ) , Q

(3)
M (τ) = Q(0)

∞ (τ) , Q
(3)
D (τ) = Q

(0)
D (τ) .

Lemma 4.13. For ZZZ(τ) = η3(τ) Q(τ) and ρ(τ) =
√

2 η2(2τ)/η2(τ), we have that

ZZZ(τ) = ZZZ(τ + 1) + 14 η4(τ) ρ4(τ) .

We have the following transformation properties under modular transformations

ZZZ(τ + 2) = ZZZ(τ) , ZZZ
(
− 1

τ
+ 1
)

= τ 2 ZZZ (τ + 1) .

The expression

(4.22)
1

η4(τ)

3∑
k=0

(−1)k ZZZ(τ + k) = 28 ρ4(τ) =
4 q

3
8

η(τ)

∞∑
m=0

H2m+1 qm
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is a weight 0 modular form.

Proof. The equation

ZZZ(τ) = ZZZ(τ + 1) + 14 η4(τ) ρ4(τ)

follows from the proof of Lemma 4.11. Using the remark following Theorem 7.2 it
follows that

3∑
k=0

(−1)k ZZZ(τ + k) = −14 A3,8(τ) η3(τ) = 112
η(2τ)8

η(τ)4
.

To prove that the indicated q-series is modular, we apply the following principle (see
the Section 5): A harmonic weak Maass form whose non-holomorphic part is zero, is
a weakly holomorphic modular form. To this end we now compute the contribution to
the Fourier expansion of the “period integrals” to see that indeed they vanish thereby
giving us a weight 1/2 weakly holomorphic modular form, which after division by η(τ)
then becomes a weakly holomorphic modular form of weight 0. To this end, notice
that (4.19) and (4.18) imply that Q±(τ+2) = ζ−2

8 Q±(τ). Since η3(τ+2) = ζ2
8η

3(τ), we
have ZZZ(τ +2) = ZZZ(τ). To see that the non-holomorphic parts vanish, we check that for
Q−(τ) in Equation (4.19) we have Q−(τ +1) = ζ−1

8 Q−(τ) whence ZZZ−(τ +1) = ZZZ−(τ).
Thus, we obtain

2 [ZZZ(τ)−ZZZ(τ + 1)] = 2
[
ZZZ+(τ)−ZZZ+(τ + 1)

]
= 2 η3(τ)

[
Q+(τ)− ζ8 Q+(τ + 1)

]
=

4 η3(τ)

q
1
8

∞∑
m=0

H2m+1 qm+ 1
2 .

The S-duality equation for ZZZ (τ) follows from the identity

1√
−i τ

ζ8 Q

(
1− 1

τ

)
= −ζ8 Q(τ + 1) ,(4.23)

which can be proved using the results in Section 6 and Theorem 7.2. �

4.5. The regularization procedure. We now extend the integral by taking the
limit ε → 0 to include the contributions from the singularities. To do so we will have
to regularize the u-plane integral. We will denote the result by

ZZZ
Nf

UP(p, S) = − 8√
2π

∫ reg

CP1

du ∧ dū√
Imτ

dτ̄

dū

∆
1
8

ω
1
2

e2 u p+S2 bT η3(τ) .(4.24)

Remark. Equation (4.24) is the analog of [39, (9.1)] for the SO(3)-Donaldson theory
and follows the same normalization.
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We expand the exponential in the generating function in (4.16) as follows:

Z̃ZZ
Nf

UPε
(p, S) =

∑
m,n≥0

pm

m!

S2n

(2n)!
eS2

δ3,Nf
2

n∑
k=0

(−1)k+1 2m+ 5
2 π2k+1

3n

(2n)!

k! (n− k)!

×
∫

UPε

du ∧ dū
dτ̄

dū

um+n−k η3(τ)

ω2k+2

Êk
2 (τ) η3(τ)√

Imτ
.

(4.25)

The integrals in (4.25) are all of the form

(4.26)

∫
UPε

dτ ∧ dτ̄
um+n−k ∆ η3(τ)

ω2k

Êk
2 (τ) η3(τ)√

Imτ
.

We use the substitution rule and Lemma 4.10 to write the integrand as dτ∧dτ̄ ∂τ̄ (. . . ).
With τ = x + iy and for an integrand f , we have

dτ ∧ dτ̄ ∂τ̄f = −i dx ∧ dy (∂x + i ∂y) f = − d
(
f dx + i f dy

)
.

Thus, the integral (4.26) reduces to the following integral over the boundary of UPε

which is the union of the boundary of the ε-discs around the points with singular
fibers described in section 4.1:

(4.27) Xε :=
√

2i

∫
∂UPε

um+n−k ∆ η3(τ)

ω2k
Ek

1
2
[Q] dz .

The regularized u-plane integral is defined by

(4.28)

∫ reg

UPε

dτ ∧ dτ̄
um+n−k ∆ η3(τ)

ω2k

Êk
2 (τ) η3(τ)√

Imτ
:= lim

ε→0
Xε .

Integrating each summand in (4.25) and taking the limit ε → 0, we obtain a well-
defined procedure to compute (4.24).

4.6. The generating functions for Nf = 0, 2, 3.

Lemma 4.14. In the notation of Lemmas 4.2 and 4.8, it follows that

Z̃ZZ
Nf

UPε
(p, S) =

∑
m,n≥0

pm

m!

S2n

(2n)!
eS2

δ3,Nf
2

n∑
i=0

(−1)i 2m+4 π2i+2

3n

(2n)!

i! (n− i)!

×
∑
sing

Coeff
Nf

m,n,i

(
using, ε

)
,

with

Coeff
Nf

m,n,i

(
using, ε

)
=

∫ Ks

0

dxs qs
dus

dqs

η3(τs) um+n−i
s

ω2i+2
s

E i
1
2
[Qs]

∣∣∣
τs=xs−i ln ε

.(4.29)

Proof. We use the substitution rule and Lemma 4.10 to write each summand in the
integrand as dτ ∧ dτ̄ ∂τ̄ (. . . ). Thus, the integral reduces to an integral over the
boundary components of UPε. To carry out the integration along the boundary,
we switch to the variable τs as described in Lemma 4.2. In the τs-coordinate the
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boundary is a line parallel to the xs-axis passed from the right to the left. We use
2πiqs ∂qs = ∂τs and the claim follows. �

Lemma 4.15. The limit Coeff
Nf

m,n,i(using) = limε→0 Coeff
Nf

m,n,i(using, ε) is well-defined
and equals

Coeff
Nf

m,n,i(using) = Ks

i∑
j=0

(−1)j

(
i

j

)
Γ
(

1
2

)
Γ
(

1
2

+ j
) 22j 3j

×Coeffq0
s

[
qs

dus

dqs

η3(τs) um+n−i
s

ω2i+2
s

Ei−j
2 (τs)

(
qs

d

dqs

)j

Q+
s (τs)

]
.

(4.30)

In particular, it follows that for all using 6= ∞ that

(4.31) Coeff
Nf

m,n,i(using) = 0 .

Proof. We first consider the contribution to integral from a singular point using = ∞.
We write Ek

1/2[Q] = q−1/8(
∑

α≥0 Hk,−α(y) q−α +
∑

α≥0 Hk,α qα/(4−Nf )) where Hk,α ∈ Q.

For α ∈ N, the coefficients Hk,−α(y) have the same exponential decay as the coefficient
H−α(y) in equation (4.19). Using Lemma 4.2 and (4.15), it follows, for |q| < 1, that
the integrand in (4.25) has a normally convergent power series expansion

q
m+n+2
4−Nf

+1 du

dq

η3(τ) um+n−i

ω2i+2
E i

1
2
[Q∞]

=
∑
β≥0

Cβ q
β

4−Nf

(∑
α≥0

Hi,−α(y) q−α +
∑
α≥0

Hi,α q
α

4−Nf

)
,

(4.32)

where the Cβ ∈ Q. For α ∈ Z, we have that
∫ 4−Nf

0
dx qα/(4−Nf ) = (4 − Nf ) δα,0.

Thus, the term-by-term integration in equation (4.29) with respect to dx extracts
the term proportional to q0. The term contains the linear combination of products
of the coefficients Hk,−α(y) and Cα, and it has exponential decay in y. It follows

that limε→0 Coeff
Nf

m,n,i(using, ε) is well-defined, equation (4.30) follows. Secondly, we
consider the contribution to the integral from a singular point using 6= ∞. We write

Ek
1/2[Qs] = q

−1/8
s (

∑
α≥0 Hs,k,−α(ys) q−α

s +
∑

α≥0 Hs,k,α q
α/Ks
s ) where Hs,k,α ∈ Q. For

α ∈ N, the coefficients Hk,−α(y) have the same exponential decay as the coefficients
H−α(y) in equation (4.19). Using Lemma 4.2 and (4.15), it follows that for |qs| < 1
the integrand in (4.25) has a normally convergent power series expansion of the form

qs
dus

dqs

η3(τs) um+n−i
s

ω2i+2
s

E i
1
2
[Qs]

=
∑
β≥1

Cs,β q
β

Ks
s

(∑
α≥0

Hs,i,−α(ys) q−α
s +

∑
α≥0

Hs,i,α q
α

Ks
s

)
,

(4.33)
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with Cs,β ∈ Q. For α ∈ Z, we have that
∫ Ks

0
dxs q

α/Ks
s = Ks δα,0. Thus, the

term-by-term integration in equation (4.29) with respect to dxs receives only one
contribution since the summation for β starts at 1. The term proportional to q0

s

contains the linear combinations of the coefficients Hs,k,−α(ys) and Cs,α, but not
Hs,k,α. Thus, this contribution has an exponential decay in ys. It follows that
limε→0 Coeff0

m,n,i(using, ε) = 0. �

Definition 4.16. The regularized generating function of the massless Nf low energy
effective field theory on CP2 is

ZZZ
Nf

UP(p, S) =
∑

m,n≥0

pm

m!

S2n

(2n)!
eS2

δ3,Nf
2

n∑
i=0

(−1)i 2m+4 π2i+2

3n

(2n)!

i! (n− i)!

× Coeff
Nf

m,n,i

(
using = ∞

)
.

Theorem 4.17. We have that

(4.34) ZZZ
Nf

UP(p, S) =
∑

m,n≥0

DDD
Nf

m,2n

pm

m!

S2n

(2n)!
e

“
−p+S2

3

”
δ3,Nf

where the coefficients DDD
Nf
m,n are as follows:

DDD0
m,2n =

n∑
i=0

i∑
j=0

(−1)i+j+1

2n−2j−1 3n−j

(2n)!

(n− i)! j! (i− j)!

Γ
(

1
2

)
Γ
(
j + 1

2

)
×Coeffq0

[
ϑ9

4(τ) [ϑ4
2(τ) + ϑ4

3(τ)]
m+n−i

[ϑ2(τ) ϑ3(τ)]2m+2n+3 Ei−j
2 (τ)

(
q

d

dq

)j

Q(0) +
∞ (τ)

]
,

(4.35)

DDD2
m,2n =

n∑
i=0

i∑
j=0

(−1)i+j+1 2−n+3j+2

3n−j

(2n)!

(n− i)! j! (i− j)!

Γ
(

1
2

)
Γ
(
j + 1

2

)
×Coeffq0

[
ϑ10

4 (τ) [ϑ4
2(τ) + ϑ4

3(τ)]
m+n−i

ϑ2

(
τ
2

)
[ϑ2(τ) ϑ3(τ)]2m+2n+3 Ei−j

2

(τ

2

) (
q

d

dq

)j

Q(2) +
∞

(τ

2

)]
,

and

DDD3
m,2n =

n∑
i=0

i∑
j=0

(−1)i+j (−1)m+n−j 23m+2n+2j+5

3n−j

(2n)!

j! (i− j)! (n− i)!

Γ
(

1
2

)
Γ
(
j + 1

2

)
×Coeffq0

[
ϑ9

2(τ) [ϑ3(τ) ϑ4(τ)]2m+2n−2i+3

[ϑ2
3(τ)− ϑ2

4(τ)]
2m+2n+6 Ei−j

2 (τ)

(
q

d

dq

)j

Q(3) +
∞ (τ)

]
.

Proof. In Lemmas 4.14 and 4.15, we have already obtained an expansion of the coef-
ficients. We use the explicit Weierstrass presentations from Lemma 4.1 to write each
coefficient as a ratio of Jacobi ϑ-functions. We use 2 η3(τ) = ϑ2(τ) ϑ3(τ) ϑ4(τ) and
q du/dq = −ϑ8

4(τ)/[8 ϑ2
2(τ) ϑ2

3(τ)] for Nf = 0. For Nf = 2, we use τ (2) = τ (0)/2. For
Nf = 3, we use q du/dq = ϑ8

2(τ) ϑ2
3(τ) ϑ2

4(τ)/[ϑ2
3(τ)− ϑ2

4(τ)]4. �
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4.6.1. The invariants for Nf = 0.

Lemma 4.18. For all m, n ∈ N with m + n 6≡ 0 mod 2 it follows DDD0
m,2n = 0.

Proof. The claim follows from the fact that a factor ϑ2m+2n+3
2 (τ) q

1
8 = q

m+n+2
4 (1 +

O(
√

q)) is present in the denominator of the expression defining DDD0
m,2n. �

In the table below we list the first non-vanishing coefficients of the generating function
in (4.34) for Nf = 0. They agree with the coefficients −ΦP2,H

H computed in [15,
Thm. 4.4.].

pm S2n DDD0
m,2n DDD0

m,2n

1 −1 − 1
4H1 + 6H0

S4 − 3
16 − 49

64H2 + 9
4H1 − 2133

64 H0

p S2 − 5
16 − 7

64H2 + 1
4H1 − 195

64 H0

p2 − 19
16 − 1

64H2 − 1
4H1 + 411

64 H0

S8 − 232
256 − 14641

1024 H3 + 2401
128 H2 + 44631

1024 H1 + 108741
128 H0

p S6 − 152
256 − 1331

1024H3 − 49
128H2 + 10341

1024 H1 − 1749
128 H0

p2 S4 − 136
256 − 121

1024H3 − 91
128H2 + 2895

1024H1 − 3687
128 H0

p3 S2 − 184
256 − 11

1024H3 − 29
128H2 + 589

1024H1 − 753
128H0

p4 − 680
256 − 1

1024H3 − 7
128H2 − 505

1024H1 + 1725
128 H0

S12 − 69525
4096 − 11390625

16384 H4 + 44838675
16384 H2 + 6075

4 H1 − 76478175
2048 H0

p S10 − 26907
4096 − 759375

16384 H4 − 43923
512 H3 + 4833213

16384 H2 + 185733
512 H1 + 5340591

2048 H0

p2 S8 − 12853
4096 − 50625

16384H4 − 9317
512 H3 + 462707

16384 H2 + 43587
512 H1 + 1179489

2048 H0

p3 S6 − 7803
4096 − 3375

16384H4 − 363
128H3 + 861

16384H2 + 2829
128 H1 − 69201

2048 H0

p4 S4 − 6357
4096 − 225

16384H4 − 99
256H3 − 21549

16384H2 + 1653
256 H1 − 108639

2048 H0

p5 S2 − 8155
4096 − 15

16384H4 − 25
512H3 − 9475

16384H2 + 815
512H1 − 29265

2048 H0

p6 − 29557
4096 − 1

16384H4 − 3
512H3 − 3021

16384H2 − 619
512H1 + 71649

2048 H0

4.6.2. The invariants for Nf = 2. In the table below we list the first coefficients of
the generating function for Nf = 2.
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pm S2n DDD2
m,2n DDD2

m,2n

1 −3 − 1
4H2 + 27

4 H0

S2 0 − 11
16H3 + 77

16H1

p 0 − 1
16H3 + 7

16H1

S4 − 21
16 − 225

64 H4 + 1043
64 H2 − 567

8 H0

p S2 − 27
16 − 15

64H4 + 61
64H2 − 9

8H0

p2 − 53
16 − 1

64H4 − 13
64H2 + 57

8 H0

S6 0 − 6859
256 H5 + 22869

256 H3 + 12555
128 H1

p S4 0 − 361
256H5 + 759

256H3 + 2217
128 H1

p2 S2 0 − 19
256H5 − 115

256H3 + 659
128H1

p3 0 − 1
256H5 − 33

256H3 + 129
128H1

S8 − 3955
256 − 279841

1024 H6 + 664875
1024 H4 + 366667

256 H2 + 4203535
1024 H0

p S6 − 1925
256 − 12167

1024 H6 + 10125
1024 H4 + 37709

256 H2 − 195895
1024

p2 S4 − 1219
256 − 529

1024H6 − 2565
1024H4 + 5051

256 H2 − 61409
1024 H0

p3 S2 − 949
256 − 23

1024H6 − 451
256H4 + 541

256H2 − 1735
1024H0

p4 − 1811
256 − 1

1024H6 − 53
1024H4 − 85

256H2 + 15151
1024 H0

Lemma 4.19. For all m, n ∈ N with m + n 6≡ 0 mod 2 it follows DDD2
m,2n = 0.

The lemma follows from the explicit formulas for these q-series. These series are given
in terms of sums of products of derivatives of modular forms and harmonic Maass
forms which are explicitly given in terms of theta functions and the µ-function of
Zwegers (see Section 6). We leave the proof of this lemma to the reader.

4.6.3. The invariants for Nf = 3.

Lemma 4.20. For all m, n ∈ N it follows:

DDD3
m,2n

[
Q(3)
∞ (τ)

]
= DDD3

m,2n [−Q (τ)] .(4.36)

Proof. We have the S-duality equation

1√
−i τ

ζ8 Q

(
1− 1

τ

)
= −ζ8 Q(τ + 1) .(4.37)

In Lemma 4.13, we will show Q(τ) = ζ8 Q(τ + 1) + 14 η(τ) ρ4(τ) where we have set
ρ(τ) =

√
2 η2(2τ)/η2(τ). It then follows

DDD3
m,2n [−Q (τ)] = DDD3

m,2n [− ζ8 Q (τ + 1)]− 14DDD3
m,2n

[
η(τ) ρ4(τ)

]
.(4.38)

On the other hand, we have

DDD3
m,2n [− ζ8 Q (τ + 1)] = DDD3

m,2n

[
1√
−i τ

{
Q

(
−1

τ

)
− 14 η

(
−1

τ

)
ρ4

(
−1

τ

)}]
= DDD3

m,2n

[
1√
−i τ

Q

(
−1

τ

)
− 14 η (τ)

1

ρ4
(

τ
2

)] .
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Hence, we obtain

DDD3
m,2n [−Q (τ)] = DDD3

m,2n

[
Q(3)
∞ (τ)

]
− 14DDD3

m,2n

[
η(τ)

(
ρ4(τ) +

1

ρ4
(

τ
2

))] .

One then checks that the last term on the right hand side vanishes. �

In the table below we list the first coefficients of the generating function for Nf = 3.

pm S2n DDD3
m,2n DDD3

m,2n

1 − 5
4 − 1

16H4 + 3
16H2 + 3

2H0

S2 − 95
96 − 23

128H6 + 119
384H4 + 45

32H2 + 313
128H0

p 45
32 − 1

128H6 + 11
128H4 − 5

32H2 − 209
128H0

S4 − 1787
768 − 961

1024H8 + 851
1024H6 + 133

24 H4 + 4587
1024H2 − 171

128H0

p S2 201
256 − 31

1024H8 + 743
3076H6 − 5

24H4 − 4577
3072H2 − 991

384H0

p2 − 489
256 − 1

1024H8 + 19
1024H6 − 1

8H4 + 171
1024H2 + 277

128H0

S6 − 189187
18432 − 59319

8192 H10 + 12493
8192 H8 + 70403

2048 H6 + 3091945
73728 H4 + 600451

12288 H2 − 970759
12288 H0

p S4 2211
2048 − 1521

8192H10 + 9579
8192H8 − 2065

6144H6 − 128731
24576 H4 − 29563

12288H2 + 35039
12288H0

p2 S2 − 1627
2048 − 39

8192H10 + 1751
24576H8 − 2087

6144H6 + 4051
24576H4 + 7953

4096H2 + 40585
12288H0

p3 5843
2048 − 1

8192H10 + 27
8192H8 − 75

2048H6 + 1575
8192H4 − 825

4096H2 − 12987
4096 H0

Remark. In the case Nf = 3, using the variable u
(3)
SW = u(3) + 1/2 of [45] to define the

u-plane integral leads to the generating function in Equation (4.34) with the term
exp(−p) removed.

4.7. The partition function for Nf = 4. Here we consider the case where Nf = 4.
We set α = ϑ4

2(τ0), β = ϑ4
3(τ0).

Lemma 4.21. The Weierstrass presentation in the case # 57 is related to the Weier-
strass presentation in the case # 71 in Lemma 4.1 by:

Nf = 4, # 57 UP(4)
ε = CP1 −Bε(0)−Bε(u±)− B̃ε(∞)

Esing I2 I2 I2 I∗0
τ

(4)
sing ∞ 0 1 τ0 u(4) = 8 α β m2

(α−β) u(2)+α+β

u
(2)
sing ∞ −1 1 −α+β

α−β u± = 4β m2 , 4 α m2

u
(4)
sing 0 u− u+ ∞ ω(4)(τ) = 2

√
2 ω(2)(τ)√

α−β
√

u(4)

∆(4) =
1

256
α2 β2 (α− β)2

1
212

(
u(4)

)2 [
u(4) − 4 β m2

]2 [
u(4) − 4 α m2

]2
=

η24(τ0)
212

u2
[
u(4) − 4 α m2

]2 [
u(4) − 4 β m2

]2
Proof. The parametrization in the case # 57 are obtained from #71 in Lemma 4.1 by
transferring a star. This determines their Weierstrass presentations. �

Remark. The case # 57 agrees with the case described in [45, Sect. 17.4] if we set
m1 = m2 = m

2
and m3 = m4 = 0.
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Remark. The ε-disc B̃ε(∞) around the point ∞ with a singular fiber of the Kodaira-
type I∗0 is constructed as follows: the boundary of the ε-disc corresponds to the circle
in the u-coordinate with u = Reiθ, R = 1/ε, and θ ∈ [0; 2π]. It is easy to show
that Lemmas 4.8, 4.14, 4.15 still hold for the elliptic families in Lemma 4.21 for all
singular points with |using| < ∞. Thus, the partition function receives contributions
only from the singular point u = ∞.

Definition 4.22. The partition function of the Nf = 4 low energy effective field
theory on CP2 is

Z̃ZZ
4

UPε
(m, τ0) = − 8√

2π
f(m2, τ0)

∫
UPε

du ∧ dū√
Imτ

dτ̄

dū

∆
1
8

ω
1
2

η3(τ) ,(4.39)

where f(m2, τ0) = 1
44 m4 η12(τ0)

is a universal normalization factor. The regularized

partition function of the massive Nf = 4 low energy effective field theory on CP2 is

ZZZ4
UP(m, τ0) = lim

ε→0
Z̃ZZ

4

UPε
(m, τ0) .

Remark. The function f(m2, τ0) is a universal normalization factor appearing in the
u-plane integral which is familiar from the N = 4 case [30].

Lemma 4.23. It follows that

Z̃ZZ
4

UPε
(m, τ0) = 16 f(m2, τ0)

∫ 1

0

dθ̂

(
u ∆

1
6

ZZZ(τ)

η4(τ)

)∣∣∣∣
u= 1

ε
e2πiθ̂

.(4.40)

Proof. The integral reduces to an integral over the boundary component of UPε at
u = ∞. To carry out the integration along the boundary we set u = R eiθ (with θ
running clockwise from 0 to −2π) and use

(4.41) du ∧ dū ∂ūf = −d
(
f

u

R
dR + i f u dθ

)
.

�

Lemma 4.24. The regularized partition function of the massive Nf = 4 low energy
effective field theory on CP2 is

ZZZ4
UP(m, τ0) =

[
1

2

q

η4(τ)

d

dq

(
q

η4(τ)

d

dq

)
+ g(τ)

]
ZZZ(τ)

η4(τ)

∣∣∣∣
τ=τ0

,(4.42)

where

g(τ) = − 1

22 32 η8(τ)

[
α2 − αβ + β2

]
.

Proof. In the case # 57, we have

4 u(4)

η4(τ0)
∆

1
6 =

(
u(4)
)2 − (α + β)

4 m2 u(4)

3

−
(
α2 − α β + β2

) 16 m4

9
+ m4O

(
m2

u(4)

)
.
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Using

u(2) +
α + β

α− β
=

8 α β m2

(α− β) u(4)
,

we obtain the series expansion

ZZZ(τ)

η4(τ)
=

ZZZ(τ0)

η4(τ0)

+

[
η4(τ)

dτ

du(2)

]
τ0

[
1

η4(τ)

d

dτ

(
ZZZ(τ)

η4(τ)

)]
τ0

8 α β m2

(α− β) u(4)

+
1

2

[
d

du(2)

(
η4(τ)

dτ

du(2)

)]
τ0

[
1

η4(τ)

d

dτ

(
ZZZ(τ)

η4(τ)

)]
τ0

(
8 α β m2

(α− β) u(4)

)2

+
1

2

[
η4(τ)

dτ

du(2)

]2

τ0

[
1

η4(τ)

d

dτ

{
1

η4(τ)

d

dτ

(
ZZZ(τ)

η4(τ)

)}]
τ0

(
8 α β m2

(α− β) u(4)

)2

+ O

([
m2

u(4)

]3
)

,

where

2πi η4(τ)
dτ

du(2)
= −π2

4

η4(τ)

ω(2)(τ)2 ∆(2)(τ)
1
2

= − 1

4 [∆(2)]
1
3

.

A tedious calculation using 24 η12(τ0) = α β (α− β), and[
∆(2)

]
τ0

=
1

4

(α β)2

(α− β)4
,

[
∂u(2)∆(2)

]
τ0

= −1

4

α β (α + β)

(α− β)3
,

then gives[
u(4)

m4 η4(τ0)
∆

1
6

ZZZ(τ)

η4(τ)

]
[u(4)]0

=− 4

9

(
α2 − α β + β2

) ZZZ(τ0)

η4(τ0)

+ 8 η8(τ0)

[
q

η4(τ)

d

dq

{
q

η4(τ)

d

dq

(
ZZZ(τ)

η4(τ)

)}]
τ0

.

The statement the follows from using the regularized integral

lim
ε→0

∫ 1

0

dθ̂ uk
∣∣∣
u=e2πiθ̂/ε

= δk,0 .

�

The family of elliptic curves for the conformally invariant case corresponds to the
massless Nf = 4 low energy effective field theory on CP2. It follows:

Theorem 4.25. The regularized generating function of the massless Nf = 4 low
energy effective field theory on CP2 is given by

ZZZ4
UP(0, τ) =

[
1

2

q

η4(τ)

d

dq

(
q

η4(τ)

d

dq

)
+ g(τ)

]
ZZZ(τ)

η4(τ)
,(4.43)
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where

g(τ) = − 1

22 32

[(
ϑ2(τ)

η(τ)

)8

−
(

ϑ2(τ)

η(τ)

)4(
ϑ3(τ)

η(τ)

)4

+

(
ϑ3(τ)

η(τ)

)8
]

.

We have the following transformation properties under modular transformations:

ZZZ4
UP(0, τ + 2) = ZZZ4

UP(0, τ) , ZZZ4
UP

(
0,−1

τ
+ 1

)
= −ZZZ4

UP(0, τ + 1) .

Proof. The family of elliptic curves for the conformally invariant case is obtained
from # 57 in the limit m → 0. We start from the generating function in the case
# 57 to obtain a duality group Γ(2). In the limit m → 0, the fibration becomes a
rational elliptic surface with a constant j-invariant and two singularities of Kodaira-
type I∗0 , one at u = 0 and one at u = ∞. We have g3 = π6 E6(τ)/[216 ω6], g2 =
π4 E4(τ)/[12 ω4], and ω = 2π/

√
u and τ arbitrary. Higher terms proportional to

pkS2l in the generating function ZZZ4
UP(p, S) will be proportional to m2n with n =

k + l ≥ 1. The reason is that the integrand contains higher powers of u or T̂ . The
series expansion then introduces higher derivatives u(0) n ∂n

u(0) which are proportional
to m2n. Thus, in the limit m → 0 only the constant term in the generating function
ZZZ4

UP(p, S) survives. The transformation under the shift follows from Lemma 4.13 and
the fact that g(τ)/η4(τ) is invariant under τ 7→ τ + 2. The remaining transformation
follows from Lemma 4.13 and the fact that g(1 + τ) = g(1− 1

τ
). �

4.8. Criterion for Theorem 1.1. From a physics point of view, at a high energy
scale the SO(3)-Donaldson theory is described by the low energy effective field theory.
We show that the physics speculation by Moore and Witten on how to compute Don-
aldson invariants from the Seiberg-Witten curves can be turned into a mathematical
statement which we then prove. The cuspidal contributions to the generating func-
tion of the low energy effective field theory should be equal to the generating function
of the SO(3)-Donaldson theories with 2 Nf massless monopoles. We conjecture the
following relationship between the Donaldson invariants defined in Equations (2.9)
and (2.19) and the u-plane invariants given in Equation (4.34):

Conjecture. Assume c = H. For Nf = 0, 2, 3 and 2m+2n+4 = (4−Nf )k, we have

DDD0
m,2n = ΦΦΦk,m,2n ,(4.44a)

DDD
Nf

m,2n = 2
(Nf +2) k

2 ΦΦΦ
Nf ,c,1

k,m,2n .(4.44b)

For Nf = 0, this conjecture is the conjecture of Moore and Witten. Lemma 4.18 and
Lemma 4.19 show that for Nf = 0, 2 the invariants vanish on both sides for m+n 6≡ 0
mod 2. For Nf = 0, the conjecture is equivalent to the assertion that the generating
functions in (2.11) and in (4.34) are equal. We will prove Equation (4.44a) by proving:
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Theorem 4.26. Theorem 1.1 is equivalent to the vanishing of constant terms, for
every pair of non-negative integers m and n, of the series

n∑
k=0

k∑
j=0

(−1)j (2n)!

(n− k)! j! (k − j)!

ϑ8
4(τ) [ϑ4

2(τ) + ϑ4
3(τ)]

m

[ϑ2(τ) ϑ3(τ)]2m+2n+3 Ek−j
2 (τ)

×
[
(−1)n+1

2k−3 3k

(n− k)!

(2n− 2k)!

[
ϑ4

2(τ) + ϑ4
3(τ)

]j
F2(n−k)(τ)

+
(−1)k+1

2n−2j−1 3n−j

Γ
(

1
2

)
Γ
(
j + 1

2

)ϑ4(τ)
[
ϑ4

2(τ) + ϑ4
3(τ)

]n−k
(

q
d

dq

)j

Q+ (τ)

]
,

(4.45)

where series Ft(τ) are defined in (7.4).

Proof. In Theorem 4.17 we established explicit formula (4.35) for the contribution
from the cusp at τ = ∞ in the regularized u-plane integral. Theorem 2.4 contained
explicit formula (2.12) for the generating function of the Donaldson invariants of CP2.
The difference of Equations (2.12) and (4.35) is the constant coefficient in Equation

(4.45) where we have used that Q
(0) +
∞ (τ) = Q+ (τ). Hence the vanishing of the

constant coefficient term in Equation (4.45) is equivalent to Theorem 1.1. �

Remark. For Nf = 2, 3, it is difficult to compute the geometrically defined invari-

ants ΦΦΦ
Nf ,c,1

k,m,2n directly. In contrast, the invariants ΦΦΦ
Nf ,c,0

k,m,2n defined in Equation (2.18)
are easy to compute by using Lemma 2.11. However, there is no known formula
to compute the error term in Equation (2.21) to relate the latter to the former.
However, we successfully performed the following check of the Equation (4.44b) for

Nf = 2, 3. The Donaldson invariants ΦΦΦ
Nf ,c,1

k,m,2n and ΦΦΦ
Nf ,c,0

k,m,2n are rational polynomials in

the coefficients Hk of the holomorphic part of the Maass form Q(τ). By definition,

the same statement is true for the invariants DDD
Nf

m,2n as well. Geometrically, the in-

variants ΦΦΦ
Nf ,c,1

k,m,2n and ΦΦΦ
Nf ,c,0

k,m,2n differ by the contributions from the lower strata in the
Uhlenbeck compactification. But the contribution from the highest stratum in the

Uhlenbeck compactification agrees whence the coefficients of the highest Hk in ΦΦΦ
Nf ,c,1

k,m,2n

and ΦΦΦ
Nf ,c,0

k,m,2n must agree. We proved the following weak version of a Moore-Witten
type conjecture (4.44b) for the Donaldson invariants for Nf = 2, 3: In terms of the
coefficients Hk of the holomorphic part of the weight 1/2 harmonic Maass form Q(τ),
we have for c = H, k even, and 2m + 2n + 4 = (4−Nf ) k that

(4.46) CoeffHk

[
DDD

Nf

m,2n − 2
(Nf +2) k

2 ΦΦΦ
Nf ,c,0

k,m,2n

]
= 0 .

The proof will appear somewhere else.
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5. Harmonic Maass forms

We shall use Theorem 4.26 to prove Theorem 1.1. To this end, we make use of the
theory of harmonic Maass forms, which we briefly recall here.

5.1. Definitions and facts. Following Bruinier and Funke [9], we define the notion
of a harmonic weak Maass form of weight k ∈ 1

2
Z as follows. We let τ = u + iv ∈ H

with u, v ∈ R, and throughout we let q := e2πiτ . We define the weight k hyperbolic
Laplacian ∆k by

(5.1) ∆k := −v2

(
∂2

∂u2
+

∂2

∂v2

)
+ ikv

(
∂

∂u
+ i

∂

∂v

)
.

For odd integers d, define εd by

(5.2) εd :=

{
1 if d ≡ 1 (mod 4),

i if d ≡ 3 (mod 4).

Definition 5.1. If N is a positive integer (with 4 | N if k ∈ 1
2
Z \Z), then a weight k

harmonic weak Maass form on the congruence subgroup Γ1(N) is any smooth function
M : H → C satisfying the following:

(1) For all A = ( a b
c d ) ∈ Γ1(N) and all τ ∈ H, we have

M

(
aτ + b

cτ + d

)
=

{
(cτ + d)kM(τ) if k ∈ Z,(

c
d

)2k
ε−2k
d (cz + d)k M(τ) if k ∈ 1

2
Z \ Z.

Here
(

c
d

)
denotes the extended Legendre symbol, and

√
τ is the principal branch

of the holomorphic square root.
(2) We have that ∆kM = 0.
(3) There is a polynomial PM =

∑
n≤0 c+(n)qn ∈ C[q−1] such that

M(τ)− PM(exp(2πiτ)) = O(e−εv)

as v → +∞ for some ε > 0. Analogous conditions are required at all cusps.

Four remarks. 1) We refer to the polynomial PM as the principal part of M(τ)

at ∞. Obviously, if PM is non-constant, then M(τ) has exponential growth at ∞.
Similar remarks apply at all cusps. 2) Bruinier and Funke [9] give a slightly different

definition for a harmonic weak Maass form. In place of Definition 5.1 (3), they
require that M(τ) has at most linear exponential growth at cusps. Zagier’s weight
3/2 Maass-Eisenstein series is a harmonic weak Maass form in this relaxed sense. 3)

Since holomorphic functions on H are harmonic, it follows that weakly holomorphic
modular forms, those forms whose poles (if any) are supported at cusps, are harmonic
weak Maass forms. 4) For k ∈ 1

2
Z \ Z, the transformation law in Definition 5.1 (1)

coincides with those in Shimura’s theory of half-integral weight modular forms [50].
In this paper we consider weight 1/2 harmonic weak Maass forms. Harmonic weak
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Maass forms have distinguished Fourier expansions which are described in terms of
the incomplete Gamma-function Γ(α; x)

(5.3) Γ(α; x) :=

∫ ∞

x

e−ttα−1 dt.

The following characterization is straightforward (for example, see Section 3 of [9]).
If f(τ) ∈ H1/2(N), the space of weight 1/2 harmonic weak Maass forms on Γ1(N),
for some N , then its Fourier expansion is of the form

(5.4) f(τ) =
∑

n�−∞

c+
f (n)qn +

∑
n<0

c−f (n)Γ(1/2, 4π|n|v)qn.

One sees that f(τ) naturally decomposes into two summands, its holomorphic part

(5.5) f+(τ) :=
∑

n�−∞

c+
f (n)qn,

and its non-holomorphic part

f−(τ) :=
∑
n<0

c−f (n)Γ(1/2, 4π|n|v)qn.

Remark. A harmonic weak Maass form with trivial non-holomorphic part is a weakly
holomorphic modular form.

Harmonic weak Maass forms are related to classical modular forms thanks to the
properties of differential operators. One nontrivial relationship depends on the dif-
ferential operator

(5.6) ξw := 2ivw · ∂

∂τ
.

This operator relates H1/2(N) with S3/2(N), the space of weight 3/2 cusp forms on
Γ1(N). The following lemma3, which is a straightforward refinement of a proposition
of Bruinier and Funke (see Proposition 3.2 of [9]), plays a central role.

Lemma 5.2. If f ∈ H1/2(N), then

ξ1/2 : H1/2(N) −→ S3/2(N).

Moreover, if

f(τ) =
∑

n�−∞

c+
f (n)qn +

∑
n<0

c−f (n)Γ(1/2, 4π|n|v)qn,

then we have that

ξ1/2(f) = −(4π)1/2

∞∑
n=1

c−f (−n)n1/2qn.

3The formula for ξ1/2(f) corrects a typographical error in [9].
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Thanks to Lemma 5.2, we are in a position to relate the non-holomorphic parts of
harmonic weak Maass forms, the expansions

f−(τ) :=
∑
n<0

c−f (n)Γ(1/2, 4π|n|v)qn,

with the “period integral” of the modular form ξ1/2(f) ∈ S3/2(N). This observation
was critical in Zwegers’s work on Ramanujan’s mock theta functions. To make this
precise, we relate the Fourier expansion of the cusp form ξ1/2(f) with f−(τ). This
connection is made by applying the simple integral identity

(5.7)

∫ i∞

−τ

e2πinz

(−i(τ + z))1/2
dz = i(2πn)−1/2 · Γ(1/2, 4πnv)q−n.

This identity follows by the direct calculation∫ i∞

−τ

e2πinz

(−i(τ + z))1/2
dz =

∫ i∞

2iv

e2πin(z−τ)

(−iz)1/2
dz = i(2πn)−1/2 · Γ(1/2, 4πnv) q−n.

By interchanging summation with integration, this identity then implies that the
period integral ∫ i∞

−τ

ξ1/2(f)(−z)

(−i(τ + z))1/2
dz

is proportional to f−, the non-holomorphic part of f . In this way the non-holomorphic
parts of weight 1/2 harmonic weak Maass forms are period integrals of weight 3/2
cusp forms. Zagier refers to ξ1/2(f) as the shadow [57] of f+. The holomorphic part
of a weight 1/2 harmonic weak Maass form is called a mock theta function if ξ1/2(f)
is a linear combination of weight 3/2 theta series ϑ(a, b; δτ), where

ϑ(a, b; τ) :=
∑

n≡a (mod b)

nqn2

.

The mock theta functions which are relevant for Theorem 1.1 are holomorphic parts
of Maass forms whose shadows turn out to be proportional to

η(8τ)3 =
∞∑

n=0

(−1)n(2n + 1)q(2n+1)2 .

6. Work of Zwegers

In his Ph.D. thesis on mock theta functions [58], Zwegers constructs weight 1/2
harmonic weak Maass forms by making use of the transformation properties of func-
tions which were investigated earlier by Appell and Lerch. Here we briefly recall some
of his results. For τ ∈ H, and u, v ∈ C \ (Zτ + Z), Zwegers defines the function

(6.1) µ(u, v; τ) :=
a1/2

θ(v; τ)
·
∑
n∈Z

(−b)nqn(n+1)/2

1− aqn
,
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where a := e2πiu, b := e2πiv and

(6.2) θ(v; τ) :=
∑

ν∈Z+ 1
2

(−1)ν− 1
2 bνqν2/2.

Zwegers (see Section 1.3 of [58]) proves that µ(u, v; τ) satisfies the following important
properties.

Lemma 6.1. Assuming the notation above, we have that

µ(u, v; τ) = µ(v, u; τ),

µ(u + 1, v; τ) = −µ(u, v; τ),

a−1bq−
1
2 µ(u + τ, v; τ) = −µ(u, v; τ) + a−

1
2 b

1
2 q−

1
8 ,

µ(u, v; τ + 1) = ζ−1
8 µ(u, v; τ) (ζN := e2πi/N)

(τ/i)−
1
2 eπi(u−v)2/τµ

(
u

τ
,
v

τ
;−1

τ

)
= −µ(u, v; τ) +

1

2
h(u− v; τ),

where

h(z; τ) :=

∫ ∞

−∞

eπix2τ−2πxzdx

cosh πx
.

Remark. The integral h(z; τ) is known as a Mordell integral.

Lemma 6.1 shows that µ(u, v; τ) is nearly a weight 1/2 Jacobi form, where τ is the
modular variable. Zwegers then uses µ to construct weight 1/2 harmonic weak Maass
forms. He achieves this by modifying µ to obtain a function µ̂ which he then uses as
building blocks for such Maass forms. To make this precise, for τ ∈ H and z ∈ C, let
(6.3)

R(z; τ) :=
∑

ν∈Z+ 1
2

(−1)ν− 1
2

{
sgn(ν)− E

(
(ν + Im(z)/Im(τ))

√
2Im(τ)

)}
e−2πiνzq−ν2/2,

where E(z) is the odd function

(6.4) E(z) := 2

∫ z

0

e−πu2

du.

Using µ and R, we let

(6.5) µ̂(u, v; τ) := µ(u, v; τ)− 1

2
R(u− v; τ).

Zwegers’s construction of weight 1/2 harmonic weak Maass forms depends on the
following theorem (see Section 1.4 of [58] and [57]).
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Theorem 6.2. Assuming the notation and hypotheses above, we have that

µ̂(u, v; τ) = µ̂(v, u; τ)

µ̂(u + 1, v; τ) = a−1bq−
1
2 µ̂(u + τ, v; τ) = −µ̂(u, v; τ)

ζ8µ̂(u, v; τ + 1) = −(τ/i)−
1
2 eπi(u−v)2/τ µ̂

(
u

τ
,
v

τ
;−1

τ

)
= µ̂(u, v; τ).

Theorem 6.2 gives the modular transformation properties for µ̂. Since R is non-
holomorphic, this theorem, combined with the following lemma, allows us to relate
suitable specializations of µ̂ to weight 1/2 harmonic weak Maass forms whose shadows
are linear combinations of weight 3/2 theta functions.

Lemma 6.3. [Lemma 1.8 of [58]] The function R is real analytic and satisfies

∂R

∂u
(u; τ) =

√
2iv−

1
2 e−2πa2vθ(u;−τ),

where a := Im(u)/Im(τ). Moreover, we have that

∂

∂τ
R(aτ − b; τ) = − i√

2v
e−2πa2v

∑
ν∈Z+ 1

2

(−1)ν− 1
2 (ν + a)e−πiν2τ−2πiν(aτ−b).

7. Some q-series identities

Here we relate some important q-series to the µ-function. For convenience, we first
recall our notation for the following theta-functions which are simple Dedekind-eta
quotients:

(7.1) Θ2(τ) :=
η(16τ)2

η(8τ)
=

∞∑
n=0

q(2n+1)2 = q + q9 + q25 + · · · ,

(7.2) Θ3(τ) :=
η(8τ)5

η(4τ)2η(16τ)2
= 1 + 2

∞∑
n=1

q4n2

= 1 + 2q4 + 2q16 + 2q36 + · · · ,

(7.3) Θ4(τ) :=
η(4τ)2

η(8τ)
= 1 + 2

∞∑
n=1

(−1)nq4n2

= 1− 2q4 + 2q16 − 2q36 + · · · .

These are related to the theta functions ϑ2(τ), ϑ3(τ) and ϑ4(τ) by

ϑ2(τ) = 2Θ2

(τ

8

)
, ϑ3(τ) = Θ3

(τ

8

)
, ϑ4(τ) = Θ4

(τ

8

)
.

Thanks to Theorem 4.26, the proof of Theorem 1.1 is reduced to the properties of
certain specific power series. For non-negative even t, we define the series

(7.4) Ft(q) = q−
1
8

∞∑
β=0

∞∑
α=β+1

(−1)α+β(2β + 1)tq
α2−β(β+1)

2 .
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We shall work with the renormalizations

(7.5) Ft(q) := Ft(q
8) =

∞∑
β=0

∞∑
α=β+1

(−1)α+β(2β + 1)tq4α2−(2β+1)2 .

We shall also require the renormalization of the series Q+(τ) in (4.18):

(7.6) Q(q) := Q+(8τ) = q−1 + 28q3 + 39q7 + 196q11 + 161q15 + 756q19 + · · · .

7.1. The Ft(q) series. Here we interpret the series Ft(q) in terms of Zwegers’s µ-
function. To make this precise, we require the differential operator

Dω :=
1

2πi
· ∂

∂ω
.

The main result in this section is the following theorem which expresses the q-series
Ft(q) in terms of the image of the iterated t-th derivative, with respect to ω then
evaluated at ω = 0, of a certain specialization of the µ-function.

Theorem 7.1. If t is a non-negative even integer, then

Ft(q)

Θ4(τ)
=

1

2
Dt

ω (µ(4τ + 2ω, 4τ ; 8τ)) |ω=0 =
1

2
Dt

ω (µ(2ω, 4τ ; 8τ)) |ω=2τ .

Moreover, F0(q)
Θ4(τ)

is the holomorphic part of the weight 1/2 harmonic weak Maass form
1
2
µ̂(4τ, 4τ ; 8τ) whose non-holomorphic part is the period integral of η(8τ)3.

Remark. That t is even will be important in the proof of Theorem 1.1 due to the close
connection between Dt

ω and the iterated heat operator.

Proof. It is not difficult to show that

Ft(q) = −
∑
x,y≥0

(2x + 1)tq16y2+16y+16xy+4x+3 +
∑
x,y≥0

(2x + 1)tq16y2+32y+16xy+12x+15

= −
∞∑

y=0

(−1)yq(2y+1)2
∞∑

x=0

(2x + 1)tq2(2x+1)(2y+1)

= −
∞∑

y=0

(−1)yq(2y+1)2
∞∑

x=0

(
xt − (−1)xxt

2

)
q2x(2y+1)

= −1

2

∞∑
y=0

(−1)yq(2y+1)2
∞∑

x=0

xtq2x(2y+1) +
1

2

∞∑
y=0

(−1)yq(2y+1)2
∞∑

x=0

(−1)xxtq2x(2y+1).
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Using this last expression, and by letting ρ := e2πiω, it follows that

Ft(q) = −1

2

∞∑
y=0

(−1)yq(2y+1)2 ·Dt
ω

(
∞∑

x=0

ρxqx(4y+2)

)
ω=0

+
1

2

∞∑
y=0

(−1)yq(2y+1)2 ·Dt
ω

(
∞∑

x=0

(−ρ)xqx(4y+2)

)
ω=0

= −1

2
Dt

ω

(
∞∑

y=0

(
(−1)yq(2y+1)2

1− ρq4y+2
+

(−1)y+1q(2y+1)2

1 + ρq4y+2

))
ω=0

= −Dt
ω

(
∞∑

y=0

(−1)yρq4y2+8y+3

1− ρ2q8y+4

)
ω=0.

Since we have that
∞∑

y=0

(−1)yρq4y2+8y+3

1− ρ2q8y+4
=

1

2

∞∑
y=0

(−1)yρq4y2+8y+3

1− ρ2q8y+4
+

1

2

−∞∑
y=0

(−1)yρq4y2−8y+3

1− ρ2q−8y+4

=
1

2

∞∑
y=0

(−1)yρq4y2+8y+3

1− ρ2q8y+4
− 1

2

−∞∑
y=−1

(−1)yρq4y2−1

1− ρ2q−8y−4

=
1

2

∞∑
y=0

(−1)yρq4y2+8y+3

1− ρ2q8y+4
− 1

2

−∞∑
y=−1

(−1)yρ−1q4y2+8y+3

ρ−2q8y+4 − 1

=
1

2

∞∑
n=0

(−1)nρq4n2+8n+3

1− ρ2q8n+4
+

1

2

−∞∑
n=−1

(−1)nρ−1q4n2+8n+3

1− ρ−2q8n+4
,

the fact that t is even then implies that

(7.7) Ft(q) = −1

2
Dt

ω

(∑
n∈Z

(−1)nρq4n2+8n+3

1− ρ2q8n+4

)
ω=0.

Since we have that
1

2
Dt

ω (µ(4τ + 2ω, 4τ ; 8τ)) |ω=0 =
1

2
Dt

ω (µ(2ω, 4τ ; 8τ)) |ω=2τ ,

to complete the proof of the claimed identity, it suffices to compute the expansion of
µ(4τ + 2ω, 4τ ; 8τ). By (6.1), we have that

µ(4τ + 2ω, 4τ ; 8τ) =
q−1

θ(4τ ; 8τ)

∑
n∈Z

(−1)nρq4n2+8n+3

1− ρ2q8n+4
.

The claimed identity follows immediately from (6.2) and (7.7) since

qθ(4τ ; 8τ) =
∑
m∈Z

(−1)mq4(m+1)2 = −
∑
m∈Z

(−1)mq4m2

= −η(4τ)2

η(8τ)
= −Θ4(τ).
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That F0(q)/Θ4(τ) is the holomorphic part of the weight 1/2 harmonic weak Maass
form 1

2
µ̂(4τ, 4τ ; 8τ) follows, after a straightforward calculation, from Theorem 6.2.

That the non-holomorphic part of this Maass form is a multiple of the period integral
of η(8τ)3 follows from the classical identity

η(8τ)3 =
∞∑

n=0

(−1)n(2n + 1)q(2n+1)2 ,

and the explicit Fourier expansion of the non-holomorphic part of 1
2
µ̂(4τ, 4τ ; 8τ). This

expansion is obtained using (6.3), Lemma 6.3, and the discussion after Lemma 5.2. �

7.2. The Q(q) series. Here we describe the q-series Q(q) in terms of Zwegers’s µ-
function. To make this precise, we require some auxiliary weight 1/2 weakly holo-
morphic modular forms. Define modular forms A(τ) and B(τ) by

A(τ) := A(8τ) =
∞∑

n=−1

a(n)qn :=
η(4τ)8

η(8τ)7
= q−1 − 8q3 + 27q7 − · · · ,

B(τ) := B(8τ) =
∞∑

n=−1

b(n)qn :=
η(8τ)5

η(16τ)4
= q−1 − 5q7 + 9q15 − · · · .

(7.8)

We sieve on the Fourier expansion of A(τ) to define the modular forms

A3,8(τ) := A3,8(8τ) =
∑

n≡3 (mod 8)

a(n)qn = −8q3 − 56q11 + · · · ,

A7,8(τ) := A7,8(8τ) =
∑

n≡7 (mod 8)

a(n)qn = q−1 + 27q7 + 105q15 + · · · .
(7.9)

In terms of these modular forms, we have the following theorem.

Theorem 7.2. The following q-series identity is true:

Q(q) = −7

2
A3,8(τ) +

3

2
A7,8(τ)− 1

2
B(τ)

+ 2iq−1µ

(
−16τ,−8τ − 1

2
; 32τ

)
− 2iq−1µ

(
−16τ,−24τ − 1

2
; 32τ

)
.

Moreover, Q(q) is the holomorphic part of a weight 1/2 harmonic weak Maass form
whose non-holomorphic part is the period integral of η(8τ)3.

Remark. One can determine the image of Q(q) under the inversion map τ → −1/τ
using the formula for Q(q) above. One obtains this expansion by applying the third
part of Theorem 6.2 to two µ-functions, and by applying the classical transformation

η(−1/τ) =
√
−iτ · η(τ)
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to the weakly holomorphic modular forms

A3,8(τ) = −8 · η(16τ)8

η(8τ)7
= −8q3 − 56q11 − 216q19 − · · · ,

A7,8(τ) =
η(8τ)5

η(16τ)4
+ 32 · η(32τ)8

η(8τ)3η(16τ)4
= q−1 + 27q7 + 105q15 + · · · ,

B(τ) =
η(8τ)5

η(16τ)4
= q−1 − 5q7 + 9q15 − · · · .

Sketch of the proof of Theorem 7.2. This result follows from Theorem 6.2 in an argu-
ment which is analogous to the proof of Theorem 7.1. Namely, since A3,8(τ),A7,8(τ)
and B(τ) are weight 1/2 modular forms, it follows that Q(τ) is the holomorphic part
of a weight 1/2 harmonic weak Maass form whose non-holomorphic part is a multiple
of the period integral of η(8τ)3. Therefore, it must be a linear combination of certain
mock theta functions and weakly holomorphic modular forms of weight 1/2. Instead
of using Theorem 7.1 with t = 0, we work with the mock theta function

(7.10) M(q) := q−1

∞∑
n=0

(−1)n+1q8(n+1)2
∏n

k=1(1− q16k−8)∏n+1
k=1(1 + q16k−8)2

= −q7 +2q15−3q23 + · · · ,

and M(q) = M(q8). Using Watson’s q-analog of Whipple’s theorem, we have that

M(q) = − 1

2Θ2(τ)
·
∑
n∈Z

q16n2−8n

1 + q16n−8
.

Andrews [1] already interpreted4 this particular q-series as the holomorphic part of
a weight 1/2 harmonic weak Maass form whose non-holomorphic part is the period
integral of η(8τ)3. Using the fact that∑

n∈Z

q16n2−8n

1 + q16n−8
=
∑
n∈Z

q16n2−8n(1− q16n−8)

1− q32n−16
=
∑
n∈Z

q16n2−8n

1− q32n−16
−
∑
n∈Z

q16n2+8n−8

1− q32n−16
,

we find that

M(q) = −iq−1

2
·
(

µ

(
−16τ,−24τ − 1

2
; 32τ

)
− µ

(
−16τ,−8τ − 1

2
; 32τ

))
.

Here we have used the fact that

qθ

(
−8τ − 1

2
; 32τ

)
= q9θ

(
−24τ − 1

2
; 32τ

)
= iΘ2(τ).

Since two weight 1/2 harmonic weak Maass forms with the same non-holomorphic
parts differ by a weakly holomorphic modular form, it then follows that Q(q) −

4We have reformulated Andrews’s work to be consistent with the terminology in this paper.
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4M(q) is a weakly holomorphic modular form. Standard calculations in the theory
of modular forms reveals that

Q(q)− 4M(q) = −7

2
A3,8(τ) +

3

2
A7,8(τ)− 1

2
B(τ).

�

Remark. One also sees directly that the shadow ofQ(q) is proportional to η(8τ)3 using
the proven identity. One applies Lemma 6.3 to this particular linear combination µ̂
functions.

8. Proof of Theorem 1.1 and some numerical examples

Here we prove Theorem 1.1 by verifying the criterion in Theorem 4.26. We also
conclude this section with some numerical examples which illustrate the phenomenon
which appears in the proof of the theorem.

8.1. Proof of Theorem 1.1. Thanks to Theorem 4.26, it suffices to prove that the
differences between certain q-series have vanishing constant term. We shall derive
these conclusions by using differential operators. For brevity we describe the n = 0
cases in detail, and then provide general remarks which are required to justify the
remaining cases. By Theorems 7.1 and 7.2, it follows that both

Q(q) = q−1 + 28q3 + 39q7 + 196q11 + 161q15 + 756q19 + . . . ;

−4F0(q)

Θ4(τ)
= 4q3 + 12q7 + 28q11 + . . .

are the holomorphic parts of weight 1/2 harmonic weak Maass forms with equal
non-holomorphic parts. Therefore, it follows that

Q(q) +
4F0(q)

Θ4(τ)
= q−1 + 24q3 + 27q7 + 168q11 + . . .

is a weakly holomorphic modular form. Standard calculations using the theory of
modular forms reveals that

Z0(q) := Q(q) +
4F0(q)

Θ4(τ)
=

E∗(4τ)

η(8τ)3
,(8.1)

where E∗(4τ) is the weight 2 Eisenstein series

E∗(τ) := −E2(τ) + 2E2(2τ) = 1 + 24
∞∑

n=1

σodd(n)qn,(8.2)

where σodd(n) denotes the sum of the positive odd divisors of n. The n = 0 cases of
Theorem 4.26 are equivalent to the claim that the constant terms of

(8.3)
Θ4(τ)9(16Θ2(τ)4 + Θ3(τ)4)mZ0(q)

Θ2(τ)2m+3Θ3(τ)2m+3
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are 0 for every m ≥ 0. In order to verify this claim, we will find if helpful to define

Ẑ0(q) :=
E∗(4τ)

Θ2(τ)2Θ3(τ)2
=

Z0(q)η(8τ)3

Θ2(τ)2Θ3(τ)2
.(8.4)

A calculation shows that

q
d

dq
Ẑ0(q) =

Θ4(τ)9

Θ2(τ)Θ3(τ)η(8τ)3
.(8.5)

Using this notation, and noting that

16Θ2(τ)4 + Θ3(τ)4 = 1 + 24q4 + 24q2 + · · · = E∗(4τ),

equation (8.3) becomes

Ẑ0(q)
m+1 · q d

dq
Ẑ0(q),

which clearly has a vanishing constant term. In fact, for each m, n ≥ 0 we find a
similar phenomenon.

To this end, we make use of the combinatorial structure of series Gk(q) and Hk(q)
defined below. These series are obtained by iteratively applying differential operators
to the harmonic Maass forms and modular forms in this paper, which in turn lead
to a nice sequence of modular functions of level 8. The modular properties of these
series follow easily from the results and methods of (pp. 53-55 of [11] and [18]).

For every non-negative k, define

Gk(q) :=

η(8τ)3

(Θ2(τ)Θ3(τ))2k+2

k∑
j=0

(
k
j

)
Γ(1

2
)(−12)jE2(8τ)k−j

Γ
(

1
2

+ j
)
8j

[
(−1)j4F2j(q)

Θ4(τ)
+

(
q

d

dq

)j

Q(q)

]
.

(8.6)

Theorem 4.26 is equivalent to the claim that the constant coefficient of

(8.7)

(
q

d

dq
Ẑ0(q)

)
Ẑ0(q)

m

n∑
k=0

(
n
k

)
Ẑ0(q)

n−kGk(τ)

is zero for each non-negative m and n. To prove the theorem, it suffices to show

that Gk(q) is a polynomial in Ẑ0(q). To this end, we define M∗
0 (Γ0(8)) to be the

space of modular function on Γ0(8) which are holomorphic away from infinity, and
is a subspace of C((q2)). One can easily verify that M∗

0 (Γ0(8)) is precisely the set of

polynomials in Ẑ0(q). In order to show that Gk(τ) is in M∗
0 (Γ0(8)), we first show that

a similar function, Hk(q) is in M∗
0 (Γ0(8)). We define the function

(8.8) Hk(q) :=
η(8τ)3

(Θ2(τ)Θ3(τ))2k+2

k∑
j=0

(
k
j

)
Γ(1

2
)(−12)jE2(8τ)k−j

Γ
(

1
2

+ j
)
8j

(
q

d

dq

)j

Z0(q).

We can observe that Hk(q) is modular on Γ0(8) with weight 0 by comparing the
summation to the expression Zk(q) := Ek

1
2

[Z0(q
1/8)] where Ek

1
2

[∗] is defined as in
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Lemma 4.10. A calculation shows that (Θ2(τ)Θ3(τ))−2 is holomorphic away from

infinity, which, combined with the fact that η(8τ)3Z0(q)

(Θ2(τ)Θ3(τ))2
= Ẑ0(q), shows that Hk(τ) is

in M∗
0 (Γ0(8)). Hence we need only show that Gk(q)−Hk(q) is in M∗

0 (Γ0(8)) as well.
We observe that

Gk(q)−Hk(q) =

η(8τ)3

(Θ2(τ)Θ3(τ))2k+2

k∑
j=0

(
k
j

)
Γ(1

2
)(−12)jE2(8τ)k−j

Γ
(

1
2

+ j
)
8j

[
(−1)j4F2j(q)

Θ4(τ)
−
(

q
d

dq

)j
4F0(q)

Θ4(τ)

]
.

Using Theorem 7.1, this can be written as

η(8τ)3

(Θ2(τ)Θ3(τ))2k+2

k∑
j=0

(
k
j

)
Γ(1

2
)(−12)jE2(8τ)k−j

Γ
(

1
2

+ j
)
8j

· 2

[
(−1)j

(
1

2πi

d

dω

)2j

µ(4τ + 2ω, 4τ ; 8τ)−
(

1

2πi

d

dτ

)j

µ(4τ + 2ω, 4τ ; 8τ)

]∣∣∣∣∣
ω=0

.

Using the transformation laws for µ found in Lemma 6.1, we observe that the Mordell
integrals that arise as obstructions to the modular transformation of

(−1)j

(
1

2πi

d

dω

)2j

µ(4τ + 2ω, 4τ ; 8τ)−
(

1

2πi

d

dτ

)j

µ(4τ + 2ω, 4τ ; 8τ)

cancel directly. Therefore an argument similar to that used in the proof of Lemma 4.10
shows that Gk(q)−Hk(q) is modular with respect to Γ0(8). It is then straightforward

to verify that Gk(q) − Hk(q) is in M∗
0 (Γ0(8)), and so is a polynomial in Ẑ0(q). This

then completes the proof.

8.2. Examples. Here we give some numerical examples of Theorem 4.26. First we
give some examples when n = 0, and then we give an example when n = 1. We

conclude with examples of the polynomials in Ẑ0(q) which are central to the proof of
Theorem 1.1.

Example. Let Z0(q) = E∗(4τ)/η(8τ)3 and define fm(τ) by

fm(τ) :=
Θ4(τ)9 (16Θ2(τ)4 + Θ3(τ)4)

m

Θ2(τ)2m+3Θ3(τ)2m+3
.

The proof shows that the constant terms of Z0(q)fm(τ) (see (8.3)) vanish for all m.
The initial terms of the expansions of the first few fm(τ) are

f0(τ) = q−3 − 24q + 273q5 − 1976q9 + · · · ,

f1(τ) = q−5 − 4q−1 − 269q3 + 5188q7 + · · · ,

f2(τ) = q−7 + 16q−3 − 411q + 272q5 + · · · ,

f3(τ) = q−9 + 36q−5 − 153q−1 − · · · ,
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and the initial terms of Z0(q)fm(τ) are

Z0(q)f0(τ) = q−4 − 276q4 + 4096q8 − 33606q12 + · · · ,

Z0(q)f1(τ) = q−6 + 20q−2 − 338q2 − 1208q6 + · · · ,

Z0(q)f2(τ) = q−8 + 40q−4 − 8992q4 + 65260q8 + · · · ,

Z0(q)f3(τ) = q−10 + 60q−6 + 738q−2 − 11256q2 − · · · .

One easily sees that the constant terms of these Z0(q)fm(τ) indeed vanish.

Example. Here we simplify the notation in Theorem 4.26 by defining q-series D̂
(i)

m,n(q)

and Λ(i)(m, n, k, j; q) so that

(8.9) D̂
(i)

m,n(q) := D(i)
m,n(q8) =

n∑
k=0

k∑
j=0

Λ(i)(m, n, k, j; q).

By Theorem 4.26, Theorem 1.1 follows from the assertion that the constant term of

D̂
(1)

m,n(q)− D̂
(2)

m,n(q) vanishes. The first few terms of the series Λ(i)(3, 1, k, j; q) are:

Λ(1)(3, 1, 0, 0; q) =
1

256
q−8 +

43

256
q−4 +

7

16
− · · · ,

Λ(1)(3, 1, 1, 0; q) =
1

768
q−8 +

35

768
q−4 − 13

48
− · · · ,

Λ(1)(3, 1, 1, 1; q) = − 1

768
q−8 − 59

768
q−4 − 85

96
+ · · · ,

Λ(2)(3, 1, 0, 0; q) = − 1

3072
q−12 − 7

256
q−8 − 11

16
q−4 − 85

96
+ · · · ,

Λ(2)(3, 1, 1, 0; q) =
1

3072
q−12 +

5

256
q−8 +

13

64
q−4 − 247

48
− · · · ,

Λ(2)(3, 1, 1, 1; q) =
1

1024
q−12 − 13

256
q−8 − 203

64
q−4 +

85

16
+ · · · .

One sees that the constant term of D̂
(1)

3,1(q)− D̂
(2)

3,1(q) is

7

16
− 13

48
− 85

96
+

85

96
+

247

48
− 85

16
= 0.

Notice that the constant terms of Λ(1)(3, 1, 1, 1; q) and Λ(2)(3, 1, 0, 0) agree. This
equality is a special case of a general equality whose proof is equivalent to the n = 0
case of the proof of Theorem 1.1. In general, the constant terms of Λ(1)(m, n, 0, 0; q)
and Λ(2)(m, n, n, n; q) agree.

Example. The proof of Theorem 1.1 relies on the fact that the expressions in Theo-
rem 4.26 can be written as (see (8.7))(

q
d

dq
Ẑ0(q

1/8)

)
Ẑ0(q

1/8)mPn(Ẑ0(q
1/8)),(8.10)
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where Pn(x) is a polynomial. In the table below we give the first few polynomials.

n Pn(x)

0 x

1 −1
2
x2 + 72

2 1
12

x3 + 32
3
x

3 − 1
120

x4 + 122
15

x2 − 64

4 1
1680

x5 + 8
7
x3 + 5696

105
x

5 − 1
30240

x6 + 457
1890

x4 + 9536
315

x2 + 406016
315

6 1
665280

x7 + 4
135

x5 + 1712
315

x3 − 2089984
3465

x
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[22] L. Göttsche, H. Nakajima, Hiraku, K. Yoshioka, Instanton counting and Donaldson invari-
ants, J. Differential Geom. 80 (2008), no. 3, pages 343–390.

[23] A. Gorodenzev, Top Chern classes of universal bundles on the complex projective plane and
correlation functions of asymptotically free SYM N = 2 QFT. Algebraic geometry, 11. J.
Math. Sci. 106 (2001), no. 5, pages 3240-3257.

[24] F. Hirzebruch and D. Zagier, Intersection numbers of curves on Hilbert modular surfaces
and modular forms of Nebentypus, Invent. Math. 36 (1976), pages 57-113.

[25] A. Klyachko, Moduli of vector bundles and numbers of classes, Funct. Anal. Appl. 25 (1991),
no. 1, pages 67-69.

[26] D. Kotschick, SO(3)-invariants for 4-manifolds with b+ = 1, Proc. London Math. Soc. 63
(1991), pages 426-448.

[27] D. Kotschick and P. Lisca, Instanton invariants of CP2 via topology, Math. Ann. 303 (1995),
no. 2, pages 345-371.

[28] D. Kotschick, J. Morgan, SO(3)-invariants for 4-manifolds with b+ = 1 II, J. Diff. Geom. 39
(1994), pages 433-456.

[29] P. Kronheimer, T. Mrowka, Embedded surfaces and the structure of Donaldson’s polynomial
invariants, J. Differential Geom. 41 (1995), no. 3, pages 573-734.

[30] J. Labastida and C. Lozano, Dulity in twisted N = 4 supersymmetric gauge theories in four
dimensions, Nuclear Phys. B 537 (1999), no. 1-3, pages 203–242.

[31] T. Leness, Degeneracy loci of families of Dirac operators, arXiv:0804.3067v1 [math.DG].
[32] J. Lewis and D. Zagier, Period functions for Maass wave forms. I., Ann. Math. 153 (2001),

pages 191-258.
[33] A. Losev, N. Nekrasov, S. Shatashvili, Issues in topological gauge theory, Nuclear Phys. B

534 (1998), no. 3, pages 549-611.
[34] M. Marino, G. Moore, Integrating over the Coulomb branch in N = 2 gauge theory, Strings

’97 (Amsterdam, 1997). Nuclear Phys. B Proc. Suppl. 68 (1998), pages 336-347.
[35] A. Malmendier, Expressions for the generating function of the Donaldson invariants for CP2,

Ph.D. Thesis, MIT, 2007.
[36] A. Malmendier, The signature of the Seiberg-Witten surface,

arXiv:0802.1363v2 [math.DG].
[37] R. Miranda, Persson’s list of singular fibers for a rational elliptic surface, Math. Z. 205

(1990), no. 2, pages 191-211.



56 ANDREAS MALMENDIER AND KEN ONO

[38] R. Miranda, An overview of algebraic surfaces, Algebraic geometry (Ankara, 1995), pages
157-217, Lecture Notes in Pure and Appl. Math., 193, Dekker, New York, 1997.

[39] G. Moore and E. Witten, Integration over the u-plane in Donaldson theory, Adv. Theor.
Math. Phys. 1 (1997), no. 2, pages 298-387.

[40] W. Nahm, On the Seiberg-Witten approach to electric - magnetic duality,
arXiv: hep-th/9608121.

[41] K. Oguiso and T. Shioda, The Mordell-Weil lattice of a rational elliptic surface, Comment.
Math. Univ. St. Paul. 40 (1991), no. 1, pages 83-99.

[42] K. Ono, Unearthing the visions of a master: Harmonic Maass forms and number theory,
Proceedings of the 2008 Harvard-MIT Current Developments in Mathematics Conference,
Int. Press, Somerville, Ma., 2009, pages 347-454.

[43] U. Persson, Configurations of Kodaira fibers on rational elliptic surfaces, Math. Z. 205
(1990), no. 1, pages 1-47.

[44] N. Seiberg and E. Witten, Electric-magnetic duality, monopole condensation, and confine-
ment in N = 2 supersymmetric Yang-Mills theory, Nuclear Phys. B 426 (1994), no. 1, pages
19-52.

[45] N. Seiberg and E. Witten, Monopoles, duality and chiral symmetry breaking in N = 2
supersymmetric QCD, Nuclear Phys. B 431 (1994), no. 3, pages 484-550.

[46] P. Stiller, Elliptic curves over function fields and the Picard number, Amer. J. Math. 102
(1980), no. 4, pages 565-593.

[47] P. Stiller, Monodromy and invariants of elliptic surfaces, Pacific J. Math. 92 (1981), no. 2,
pages 433-452.

[48] S. Stromme, Ample divisors on fine moduli spaces on the projective plane, Math. Z. 187
(1984), no. 3, pages 405-423.

[49] Y. Shimizu, Seiberg-Witten Integrable Systems and Periods of Rational Elliptic Surfaces,
Primes and knots, pages 237-247, Contemp. Math., 416, Amer. Math. Soc., Providence, RI,
2006.

[50] G. Shimura, On modular forms of half integral weight. Ann. of Math. (2) 97 (1973), pages
440-481.

[51] T. Shioda, On elliptic modular surfaces, J. Math. Soc. Japan 24 (1972), pages 20-59.
[52] C. Vafa and E. Witten, A strong coupling test of S-duality, Nuclear Phys. B 431 (1994), no.

1-2, pages 3-77.
[53] E. Witten Topological quantum field theory, Comm. Math. Phys. 117 (1988), no. 3, pages

353-386.
[54] E. Witten On S-duality in abelian gauge theory, Selecta Math. 1 (1995), no. 2, pages 383-410.
[55] E. Witten Monopoles and four-manifolds, Math. Res. Lett. 1 (1994), no. 6, pages 769-796.
[56] K. Yoshioka, The Betti numbers of the moduli space of stable sheaves of rank 2 on P2,

J. Reine Angew. Math. 453 (1994), pages 193-220.
[57] D. Zagier, Ramanujan’s mock theta functions and their applications [d’après Zwegers and

Bringmann-Ono], Sém. Bourbaki (2007/2008), Astérisque, No. 326, Exp No. 986, vii-viii,
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