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Modeling the Climatic Response 

to Orbital Variations 

John Imbrie and John Z. Imbrie 

The astronomical theory of the 
Pleistocene ice ages holds that variations 
in the earth's orbit influence climate by 
changing the seasonal and latitudinal dis­
tribution of incoming solar radiation (1-
3). Because these changes can be calcu­
lated with great precision for the past 
several million years,-· it is possible in 
principle to test the theory by comparing 
the record of Pleistocene climate with a 
predicted pattern of climatic change. As 
summarized in the first part of this ar-

climate that are continuous, well corre­
!ated, and reasonably well fixed in time. 
As a result, it has been possible to by­
pass some of the theoretical problems re­
sulting from our imperfect knowledge of 
the .mechanisms of climatic response by 
testing the astronomical theory in the 
frequency domain. For example, it is 
now clear that a significant part of the 
observed climatic variance over the past 
730,000 years is concentrated in narrow 
frequency bands near cycles of 19,000, 

Summary. According to the astronomical theory of climate, variations in the earth's 
orbit are the fundamental cause of the succession of Pleistocene ice ages. This article 

summarizes how the theory has evolved since the pioneer studies of James Croll and 

Milutin Milankovitch, reviews recent evidence that supports the theory, and argues. 
that a major opportunity is at hand to investigate the physical mechanisms by which 
the climate system responds to orbital forcing. After a survey of the kinds of models 

that have been applied to this problem, a strategy is suggested for building simple, 
physically motivated models, and a time-dependent model is developed that simulates 

the history of planetary glaciation for the past 500,000 years. Ignoring anthropogenic 
and other possible sources of variation acting at frequencies higher than one cycle 

per 19,000 years, this model predicts that the long-term cooling trend which began 

some 6000 years ago will continue for the next 23,000 years. 

ticle, early attempts to make such a test 
encountered both observational and the­
oretical difficulties. On the one hand, ge­
ologists found that their climatic records 
were discontinuous and difficult to date 
with sufficient accuracy. On the other 
hand, climatologists were uncertain how 
the climate system would respond to 
changes in the income side of the radia­
tion budget. 

During the past 25 years, and particu­
larly over the past decade, the situation 
has improved dramatically. On the ob­
servational side, new techniques for ac­
quiring, interpreting, and dating the pa­
leoclimatic record-particularly as ap­
plied to deep-sea piston cores-have 
yielded many records of late Pleistocene 

John Imbrie is Henry L. Doherty professor of 
oceanography, Brown University, Providence, 
Rhode Island 02912.  John Z. Imbrie is a National 
Science Foundation predoctoral fellow in the De­
partment of Physics, Harvard University, Cam­
bridge, Massachusetts 02138 .  

23,000, and 41,000 years-as predicted 
by the simplest and most general (linear) 
model of climatic response (4-10). If the 
response is indeed only linear, then sta­
tistical analysis suggests that as much as 
25 percent of the observed variance is 
explained by orbital forcing (JJ, 12). If 
the response is significantly nonlinear, 
then the percentage of explained vari­
ance may well be larger (13). In any 
event, there is substantial empirical evi­
dence both in the frequency domain and 
in the time domain that orbital influences 
are actually felt by the climate system. 

At the same time, significant advances 
have been made in climate theory. A 
new generation of radiation-balance 
models has recently been applied to the 
ice-age problem with results that support 
the astronomical theory (14-17). These 
theoretical developments, combined 
with advances in paleoclimatology, in­
dicate that there is an opportunity to 

make a fundamental shift in research 
strategy (17). Specifically, we should aim 
to identify mechanisms by which dif­
ferent parts of the climate system re­
spond to changes in radiative boundary 
conditions. The importance of this op­
portunity is that both the temporal and 
the spatial structure of these changes can 
be specified exactly (18, 19). Except for 
studies of the annual cycle, we know of 
no other problem in climate dynamics 
where the primary external forcing terms 
are known so precisely. 

This opportunity can be exploited 
most effectively by comparing geological 
observations with predictions derived 
from physically based models of climate. 
In the second part of this article we re­
view the available models and distin­
guish between two types: an equilibrium 
model of the form y = f(x), where the 
climatic state (y) has come to equilibrium 
with the fixed orbital boundary condition 
(x), and a differential model of the form 
dy/dt = f(y,x), where integration yields 
a history of climatic response to chang­
ing boundary conditions. 

In the third section of this article, we 
recommend a strategy for developing dif­
ferential models that are physically moti­
vated yet simple enough so that their full 
explanatory powers can be determined 
by comparing a wide range of model var­
iants with geological observations. Ap­
plying this strategy in the fourth section, 
we develop a differential model of the 
form dy/dt = (1/T1)(x - y). Here, the 
input x is a single function of time repre­
senting the orbital forcing, y is a measure 
of the total volume of land ice, and T1 is a 
pair of constants at our disposal. The 
output of this model compares favorably 
with the geological record of the past 
250,000 years. Thus, the model's predic­
tion for the next 100,000 years is useful 
as a basis for forecasting how climate 
would evolve at orbital frequencies in 
the absence of anthropogenic distur­
bance. For intervals older than about 
250,000 years, however, the match be­
tween actual and model climates deterio­
rates with age. In a final section, we 
compare existing differential models, 
suggest some improvements that could 
be incorporated in future models, and 
discuss the fundamental questions of cli­
matic sensitivity and predictability. 

Astronomical Theory of Climate 

Orbital control of irradiation. If the 
solar output is assumed to be constant, 
the amount of solar radiation striking the 
top of the atmosphere at any given lati­
tude and season is fixed by three ele-
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ments of the earth's orbit: the eccentric­
ity (e), the obliquity of the ecliptic (e), 
and the longitude of perihelion (w) with 
respect to the moving vernal point (19). 

Integrated over all latitudes and over an 
entire year, the energy influx depends 
only on e. However, the geographic and 
seasonal pattern of irradiation essentially 
depends only on e and on e sin w, a pa­
rameter that describes how the pre­
cession of the equinoxes affects the sea­
sonal configuration of earth-sun dis­
tances (20). When the value of e sin w for 
A. D. 1950 is subtracted, the resulting 
precession index, d(e sin w), is approxi­
mately equal to the deviation from the 
1950 value of the earth-sun distance in 
June, expressed as a fraction of the (in­
variant) semimajor axis of the earth's or­
bit (19, 21). 

Orbital variation. Each of these orbital 
elements is a quasi-periodic function of 
time (Fig. 1). Although the curves have a 
large number of sinusoidal components, 
calculated spectra are dominated by a 
small number of peaks. The most impor­
tant term in the series expansion for ec­
centricity has a period calculated by Ber­
ger (22) to be 413,000 years. Eight of the 
next 12 terms range from 95,000 to 
136,000 years. In low-resolution spectra, 
these terms contribute to a peak that is 
often loosely referred to as the 100,000-
year eccentricity cycle. In contrast, the 
spectrum of obliquity is relatively sim­
ple, dominated by components with pe­
riods near 41,000 years. The main com­
ponents of the precession index have 
periods near 23,000 and 19,000 years. 
In low-resolution spectra, these are seen 
as a single peak near 22,000 years. 

The geometry of past and future orbits 
has been calculated several times (23); 
the most recent work is that of Berger 
(19), whose results are used in this article 
(24). The present value of e is 0.017. 
Over the past million years, this value 
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Fig. 1. Variations in 
orbital geometry as a 
function of time (K = 
1000), according to 
calculations by Ber­
ger (19). The climatic 
effect of precession is 
recorded as an index 
(Ae sin w) that is ap­
proximately equal to 
the deviation from its 
1950 value of the 
earth-sun distance in 
June, expressed as a 
fraction of the semi­
major axis of the 
earth's orbit. 

has ranged from 0.001 to 0.054. Over the 
same interval, the value of e (now 23.4°) 
has ranged from 22.0° to 24S; and the 
precession index (defined as zero for 
A.D. 1950) has ranged from -6.9  to 3.7 
percent. 

Climatic impact of orbital change. 
The income side of the earth's annual ra­
diation budget is the solar energy re­
ceived at the top of the atmosphere each 
year. By determining how this income is 
distributed in time and space, the geome­
try of the orbit controls both the march 
of the seasons and the latitudinal ar­
rangement of climatic zones. Therefore, 
any change in the three orbital elements 
that fix the Irradiation pattern must bring 
about some climatic change. For ex­
ample, if eccentricity and obliquity were 
both reduced from their present values 
to zero, the seasonal cycle would vanish 
and pole-to-equator contrasts would 
sharpen. Or if the summer solstice were 
shifted toward perihelion and away from 
its present position relatively far from 
the sun, summers in the Northern Hemi­
sphere would become warmer (and win­
ters colder) than they are today. 

Evolution of ideas. In 1864, Croll (1) 
pointed out that orbitally driven varia­
tions in the annual energy influx depend 
only on eccentricity and are on the order 
of e2, or 0.1 percent. Like others who 
have considered the matter since (14, 
19), he concluded that the direct influ­
ence of these variations was probably 
too small to be detectable. However, he 
argued that variations in the seasonal in­
flux-which is a joint function of the 
three orbital elements-were large 
enough to trigger a substantial climatic 
response, namely the cycle of Pleisto­
cene ice ages. 

By 1930, Milankovitch (2) had trans­
formed Croll's semiquantitative argu­
ment into the mathematical framework 
of an astronomical theory of climate. Ap-

plying the laws of radiation to the orbital 
calculations of Pilgrim (25), he drew a set 
of curves showing how the irradiation 
intensity during the summer and win­
ter half-years varies as a function of 
time and latitude over the past 600,000 
years. At all latitudes, the calculated 
range of variation exceeds 5 percent of 
modern values. Following a suggestion of 
Koppen and Wegener (26), Milankovitch 
concluded that the intensity of radiation 
received at high northern latitudes dur­
ing the summer was critical to the growth 
and decay of ice sheets (27). Accord­
ingly, he focused attention on a curve 
representing variations in radiation re­
ceived during the summer half-year at 
65°N (3, 26). Here, variations exceed 8 
percent of modern values (28). This par­
ticular version of the astronomical theo­
ry is often referred to as the Milan­
kovitch theory of the ice ages. 

Since the work of Croll and Milan­
kovitch, many investigations (29) have 
been aimed at the central question of the 
astronomical theory of the ice ages: Do 
changes in orbital geometry cause 
changes in climate that are geologically 
detectable? On the one hand, climatolo­
gists have attacked the problem theoreti­
cally by adjusting the boundary condi­
tions of energy-balance models, and then 
observing the magnitude of the calcu­
lated response. If these numerical exper­
iments are viewed narrowly as a test of 
the astronomical theory, they are open 
to question because the models used 
contain untested parameterizations of 
important physical processes. Work with 
early models suggested that the climatic 
response to orbital changes was too 
small to account for the succession of 
Pleistocene ice ages (30, 31). But experi­
ments with a new generation of models 
(14-17) suggest that orbital variations are 
sufficient to account for major changes in 
the size of Northern Hemisphere ice 
sheets. 

On the other hand, geologists have 
proceeded empirically; that is, they have 
attempted to match the historical record 
of climate against astronomical predic­
tions. For many years, these investiga­
tions met with three difficulties: in­
completeness of the stratigraphic record, 
uncertainties in Pleistocene chronology, 
and ambiguities stemming from a priori 
assumptions about response mecha­
nisms. Since 1955, however, these diffi­
culties have been largely resolved (32, 
33), and a substantial body of evidence 
has been presented that changes in orbit­
al geometry do cause changes in climate 
that are geologically detectable. In 1968, 
Broecker et al. (34, 35) pointed out that 
the curve for summertime irradiation at 
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45°N was a much better match to the pa­
leoclimatic records of the past 150,000 
years than the curve for 65°N chosen by 
Milankovitch. [Although subsequent 
studies in the time domain have con­
firmed this correlation (2/, 36), it should 
be kept in mind that statistical correla­
tions of this type do not point unambig­
uously to an underlying physical mecha­
nism (37).] More recently, spectral anal­
ysis of climatic records of the past 
450,000 (5, 6) and 730,000 (7 -/0) years 
has provided substantial evidence 
(summarized below in the subsection on 
the response spectrum) that at least near 
the frequencies of variation in obliquity 
and precession, a considerable fraction 
of the climatic variance is driven in some 
way by insolation changes accom­
panying changes in the earth's orbit. 
Moreover, certain phase relations be­
tween orbital forcing and climatic re­
sponse are reasonably well defined. At a 
frequency of one cycle per 41,000 years, 
for example, isotopically recorded 
changes in ice volume lag obliquity by 
about 9000 years (5, 6). 

Current status. This is not to say that 
all important questions have been an­
swered. In fact, one purpose of this ar­
ticle is to contribute to the solution of 
one of the remaining major problems: the 
origin and history of the 100,000-year cli­
matic cycle. At least over the past 
600,000 years, almost all climatic records 
are dominated by variance components 
in a narrow frequency band centered 
near a 100,000-year cycle (5-8, 12, 21, 
38). Yet a climatic response at these fre­
quencies is not predicted by the Milan­
kovitch version of the astronomical theo­
ry-or any other version that involves a 
linear response (5, 6). This follows from 
the fact that irradiation spectra are char­
acterized almost completely by frequen­
cies reflecting changes in obliquity E and 
precession ( e sin w). Eccentricity con­
trols only the amplitude of the pre­
cession effect; its frequency components 
do not appear in the precession spectrum 
(39, 40). Because changes in insolation 
that depend directly on eccentricity are 
generally considered to be quantitatively 
insignificant, it would not be reasonable 
to formulate a model in which the climat­
ic response depends directly on this pa­
rameter. Another problem is that most 
published climatic records that are more 
than 600,000 years old do not exhibit a 
strong 100,000-year cycle. For example, 
it is virtually absent from isotopic rec­
ords of planetary ice volume that date 
from earlier parts of the Pleistocene 
Epoch (41), although it is probably an 
important component of soil records 
from Central Europe that span the past 2 
29 FEBRUARY 1980 

million years (42). As more detailed stud­
ies of older marine sequences become 
available, it will be interesting to see if 
the 100,000-year cycle is really absent 
from this climatic record. 

Strategy shift. Whatever the outcome 
of future research on the 100,000-year 
problem may be-and whatever stochas­
tic (43, 44) or deterministic (45) process­
es may operate in addition to the astro­
nomical causes-the conclusion seems 
inescapable that for at least the past 
730,000 years, the climate system has re-
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sponded to orbital forcing at the frequen­
cies of variation in obliquity and pre­
cession. Therefore, we argue that the 
time has come to make a fundamental 
shift in research strategy: instead of us­
ing numerical models of climate to test 
the astronomical theory, we should use 
the geological record as a criterion 
against which to judge the performance 
of physically motivated models of cli­
mate (14, 17). Before proceeding further, 
it is desirable to review the kinds of mod­
els that are available (46-52). 
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Fig. 2. System functions of four climate models. Each panel is a stability diagram-that is, a plot 
showing how the rate of change in ice volume (dyldt) depends on ice-sheet size (y) at various 
combinations (x1) of orbital obliquity, eccentricity, and longitude of perihelion. The combination 
most favoring ice-sheet growth, x4, has e = 22.1°, e = 0.05, and w = 90° (perihelion in Decem­
ber). For given values of x, the system either tends to a stable equilibrium (e) or remains in 
unstable equilibrium (0). If a curve terminates on the axis of zero ice in such a way that for 
small values of y the curve lies to the left of the dyldt = 0 axis, then zero ice is also a stable fixed 
point. (A) Stability diagram for Pollard's model (16), taken from his original curves but with the 
scales transformed to match (B) to (D). (B) Stability diagram for Weertman's model (15). In the 
neighborhood of zero ice, the curves have a different character and are not shown. (C) Stability 
diagram for our optimum nonlinear model. The lines continue above the axis of zero ice. (D) 
Stability diagram for Calder's model (59). 
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Survey of Response Models 

Equilibrium models. Much of the theo­
retical work done to date has been with 
equilibrium models of the form y = f(x), 
where a system function (f) relates the 
equilibrium climatic state (y) with the or­
bital boundary condition (x). In some 
models, the output (y) is a vector quanti­
ty representing the climatic response at 
different sites or in different parts of the 
system, and the orbital input is specified 
as a vector x = x(e,E,w). 

Two classes of system functions have 
been used. The first involves setting the 
output equal to a linear combination of 
insolation curves. This approach has 
been widely used by geologists searching 
for correlations between geological and 
astronomical time series (53, 54). In 
more complex models, f is generated 
from a system of differential equations 
designed to capture the fast physics of 
the response process. The response f(x) 
is obtained by integrating the equations 
to equilibrium at fixed values of x. Sever­
al investigators have used models of this 
type (I 4, 17, 30, 3 I). In the model devel­
oped by Suarez and Held (14), the re­
sponse is forced by seasonal variations 
in incident radiation at all latitudes. The 
system function includes albedo feed­
back and heat storage in an. isothermal 
ocean 40 meters deep. Although the 
model lacks an ice sheet, the output is a 
set of latitudes representing the season-
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Table I. Complexity of some differential mod­
els. 

Model 

Number of adjustable 
parameters (75) 

System 
function 

(c,) 

Com­
plexity 
index 

(c) 
-��------- ·--------·· 

This article 
Linear model 2 I 3 
Nonlinear 2 2 4 

model 
Calder (59) 2 2 4 
Weertman (I5) 3 5 8 
Po liard (16) 0 12 12 

al limits of snow cover and sea ice. The 
model was run at 5000-year intervals 
over the past 150,000 years, with suc­
cesses as well as failures that are typical 
of equilibrium models. During a model 
ice age, the latitude of the Northern 
Hemisphere snow limit shifts southward 
by a realistic zoo. However, as would be 
expected with an equilibrium model, the 
geological record of climate lags signifi­
cantly behind the model's response. 

Differential models. To understand the 
time-dependent behavior of the system, 
including the observed lags between or­
bital forcing and the climatic response, a 
differential model of the form 
dy / dt = f(x,y) is required (55). As be­
fore, f represents the system function, x 
is the orbital input, and y is some mea-

sure of the climatic state. Such a model 
is necessary because the characteristic 
time scales of the growth and decay of 
ice sheets are known to be of the same 
order of magnitude as the time scales of 
orbital forcing (56, 57). 

In a pioneering study of this kind, 
Weertman (15) modeled the fluctuations 
of a continental ice sheet as a function of 
changing solar radiation. The profile of 
this model ice sheet is governed by the 
assumptions that ice flows as a perfectly 
plastic solid and that the crust subsides 
isostatically. Input to the model is the ra­
diation received at 50°N during the sum­
mer half-year; output is the extent of the 
ice sheet (in kilometers). The system 
function is a set of equations containing 
five parameters, each of which may be 
adjusted within physically reasonable 
limits. A typical system function is 
shown in Fig. 2B. Experiments designed 
to simulate the glacial response to orbital 
variations over the past 2 million years 
indicate that the model physics is ade­
quate to account for the magnitude of the 
known fluctuations in ice-sheet dimen­
sions. The structure of the model re­
sponse in the time domain is quite sensi­
tive to small adjustments in certain pa­
rameters, although the response of the 
model in the frequency domain is more 
robust (58). In addition to significant re­
sponses at the forcing periods (near 
19,000, 23,000, and 41,000 years), 
spectra calculated from the model output 
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Fig. 3 (left). Family of orbital curves representing the range of model -loo -50 50 100 

inputs explored in this article. Each curve is a function x = E + a e K years ago 

150 200 250 

sin (w - </>), where the orbital elements E, e, and ware functions of time and a and</> are adjustable parameters. Each curve corresponds in shape to 
some irradiation curve. For example, curve B corresponds to the irradiation curve for July at 65°N (37). Curves have been normalized to have 
zero mean (indicated by marks) and unit standard deviation. Values of</> are given in thousands of years, with the convention that 21T = 22,000 
years. Fig. 4 (right). Response characteristics of the system function of our optimum model. This function has a mean time constant T m = 
17,000 years, and a ratio of 4 : I between the time constants of glacial growth and melting. (A) System response to a step input. (B) System 
response to an orbital input (a= -2 and</>= 2000 years) corresponding to an irradiation curve for July at 65°N. As in Fig. 3, the input curve is 
normalized to zero mean and unit standard deviation. The response curve is not normalized here as it is in Figs: 5 to 8. 
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exhibit significant long-period responses 
in the range 100,000 to 400,000 years­
responses which Birchfield and Weert­
man (58) attribute to nonlinearities asso­
ciated with the growth and decay of ice 
sheets. 

A considerable advance in modeling 
complexity was recently made by Pol­
lard (16), who coupled Weertman's ice­
sheet model to an energy-balance model 
of the atmosphere. The model extends 
over 180° of latitude, is averaged over 
360° of longitude, and has two polar ice 
caps. The weather during any given year 
is a joint function of the incoming radia­
tion and the extent of the ice sheets. 
Model input is the radiation received 
each month at all latitudes; output is the 
latitude of the equatorward tip of the 
Northern Hemisphere ice sheet. The 
system function is a set of equations with 
12 adjustable parameters to describe en­
ergy transfers and ice-sheet dynamics 
(Fig. 2A). As in Weertman's model, sim­
ulation experiments covering the last 
300,000 years reveal substantial sensitiv­
ity to parameterization. One choice of 
parameters gives a reasonably accurate 
simulation of the climate record of the 
past 150,000 years, but the earlier record 
is not well simulated. 

A much simpler differential model was 
proposed by Calder (59). Here, the input 
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is the radiation received at 50°N during 
the summer half-year, and the output is 
an estimate of global ice volume. The 
system function is derived by fixing the 
values of two parameters (a critical value 
of the input, and a ratio of response rates 
above and below this value) and by im­
posing an upper limit on the output (Fig. 
2D). According to experiments we have 
performed, the output is quite sensitive 
to small changes in the values of these 
parameters. For one choice of parame­
ters, Calder gives a simulation extending 
over the past 800,000 years. The results 
for the past 150,000 years are quite good. 
As documented below, the spectrum of 
this output contains significant power at 
cycles of 100,000 years and longer. 

Developing Differential Models 

Development strategy. We wish to for­
mulate a strategy that takes advantage of 
our knowledge of the history of climate's 
response to changes in the irradiation 
pattern. As a starting point, we choose to 
model global ice volume because there is 
a continuous isotopic record of this 
quantity over the past million years (7, 

33), and because the cryosphere is prob­
ably the only part of the climate system 
whose characteristic time scales of re-
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sponse are of the same order as the time 
scales of the orbital forcing (57). If the 
history of the ice sheets could be suc­
cessfully simulated, the extent of the ice 
sheets and the configuration of the 
earth's orbit could be used as boundary 
conditions for modeling the faster re­
sponses of the atmosphere and the 
ocean. 

One possible strategy for understand­
ing the behavior of the Pleistocene ice 
sheets is to apply all available knowledge 
of climate physics to the creation of the 
most realistic model possible. As de­
scribed above, Pollard and Weertman 
have made considerable progress in this 
direction-yet results fall short of an 
adequate simulation. In the remainder of 
this article, we will follow an alternative 
strategy which attempts to capture the 
essential features of more complex mod­
els in a class of simple models. Perhaps 
the chief virtue of this strategy is that it 
becomes possible to uncover the full ex­
planatory power of a given class of mod­
els by tuning-that is, by adjusting the 
model parameters over a range of phys­
ically reasonable values until the opti­
mum model variant is identified. If the 
optimum model is unable to predict im­
portant features of the paleoclimatic rec­
ord, then its failures can be used to sug­
gest improvements in the basic structure 

50 100 150 

K years ago 

Fig. 5 (left). Family of model output curves illustrating how variations in orbital input affect the output of a given system function. Each of the 
input curves (Fig. 3) has been processed through the system function of the optimum model (T m = 17,000 years, b = 0.6). Model outputs (curves 
A to F) may be compared with isotopic data (5) on climate (curve G). The scale for curves A to F is as in Fig. 3; 8180 is the per mil enrichment of 
oxygen-18. Fig. 6 (right). Family of model output curves illustrating how variations in the system function affect the output when the orbital 
input curve is fixed. The input (curves B and E in Figs. 3 and 5) is defined by a = -2 and</> = 2000 years. Each system function is defined by a 
mean time constant T m (in thousands of years) and a nonlinearity coefficient b (expressed in percent). Model outputs (curves A to F) may be 
compared with oxygen isotope curve G for core RCll-120 (5), on which the numbered stages of the standard stratigraphy (79) are indicated. The 
scale for curves A toG is as in Fig. 3. 
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of the model. At each stage in the devel­
opment process, knowledge of more 
complex models should provide useful 
ideas about what new features ought to 
be incorporated into the model. 

Another reason for developing simple 
models is that even if a complex model 
yields a successful simulation, it may 
be difficult to understand what features 
of the model are the basis of its suc­
cess. To achieve this understanding, 
it would be necessary to simplify the 

model without destroying its predictive 
abilities (60). We propose to simplify 
at the outset. 

Model complexity. Tuning a model to 
the climatic record is an essential feature 
of our strategy for developing a simple 
class of differential models. To see how 
drastically complexity affects one's abili­
ty to tune a model, define the complexity 
(c) to be the total number of adjustable 
parameters. We include in this total any 
parameter that can be adjusted within 

Table 2. Radiometric estimates for the age of climatic events compared with model estimates. 
Ages are given in thousands of years before present. Events with radiometric ages were used in 
tuning our model. Uncertainty limits for radiometric ages include analytical and other sources 
of error. 

Climatic event 

Holocene thermal maximum (near the sites of 
Northern Hemisphere ice sheets) 

Last glacial maximum (stage 2) 
Ice maximum of stage 4 
Ice minimum of stage 5a 
Ice maximum of stage 5b 
Ice minimum of stage 5c 
Ice maximum of stage 5d 
Ice minimum of stage 5e 
Stage 5-6 boundary (termination II) 
Ice maximum of stage 6 
Stage 7-8 boundary 
Stage 9-10 boundary (termination IV) 
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Fig. 7. Input and output of our response model compared with isotopic data on climate of the 
past 250,000 years. (A) Orbital input (defined by a = -2 and cp = 2000 years) corresponding to 
an irradiation curve for July at 65°N (37). (B) Output of a system function with a mean time 
constant of 17,000 years and a ratio of 4 : 1 between the time constants of glacial growth and 
melting. Ages of selected maxima and minima are given in thousands of years. According to this 
model, the influence of orbital variations over the next 23,000 years will be to enlarge continen­
tal ice sheets. (C) Oxygen isotope curve for deep-sea core RC11-120 from the southern Indian 
Ocean (5). (D) Oxygen isotope curve for deep-sea core V28-238 (7) from the Pacific Ocean [Pee 
Dee belemnite (PDB) standard]. Curves C and Dare plotted against the TUNE-UP time scale of 
Hays eta/. (5). 
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the constraints of physical plausibility to 
make significant changes in the system 
function. Some of these parameters may 
vary over a large range and make large 
changes in the system function, while 
others may be relatively restricted. For 
purposes of comparison, however, we 
count all of them equally. Some of the 
parameters (c1) will occur in the system 
function. As explained in the next sec­
tion, others (ci) will occur in the input, so 
that c = c1 + ci. In the models pre­
viously discussed, c ranges from 4 to 12 
(Table 1). If each parameter is adjusted 
over only three levels, then 3'" experi­
ments are necessary. Such a search pro­
cedure for Calder's model (81 experi­
ments) is relatively easy, but for Pol­
lard's it would require more than 500,000 
experiments. 

Parameterizing the input. At higher 
levels in the modeling hierarchy, where 
responses to incoming radiation are cal­
culated for all latitudes and months, the 
orbital input x = x(e,E,w) has no adjust­
able parameters. At lower levels, linear 
combinations of irradiation curves at 
various latitudes and seasons are the 
most natural choices for input. How 
many parameters are required to scan all 
possible inputs of this form? If the scale 
of the input makes a difference to a model 
(as it does for Weertman's), three param­
eters are required because, to an excel­
lent approximation, any insolation curve 
is a linear combination of E, e sin w, and 
e cos w (61). However, if only the 
shape of the input curve is important 
and the scale is arbitrary, then the num­
ber of parameters is reduced to two. 

To take advantage of this fact, the in­
put to our model is defined as a single 
function of timex = E + a e sin (w - ¢), 
where a and 4> are adjustable parameters 
and E, e, and w are the orbital elements 
previously defined (normalized to unit 
variance). The parameter 4> controls the 
phase of the precession effect, and is 
therefore linked to the season of the in­
solation curve that x would represent 
(20). To facilitate comparison with the 
geological record, we have chosen to de­
fine 4> with respect to the number of 
years in an average precessional cycle, 
so that 21T radians equals 22,000 years. 
The parameter a controls the ratio of 
precession and obliquity effects, and is 
therefore related to the latitude of the in­
solation curve that x would represent. 
The effect on the input curves of explor­
ing the two-parameter space is shown in 
Fig. 3. 

The system function. In accordance 
with our general strategy for developing 
differential models, one should keep 
both physical principles and the climatic 
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record in mind when designing a class of 
system functions. In addition, a mini­
mum of complexity is desirable to allow 
for the tuning process, and the functions 
should have the potential for producing 
output spectra close to the known cli­
matic spectra. 

A good forum for designing and com­
paring system functions is the stability 
diagram (Fig. 2), first introduced in the 
present context by Pollard (16). The sta­
bility diagram is a plot of dyldt = f(x,y) 
against y at several fixed values of x. At 
constant x, points where the curves 
cross the dy I dt = 0 axis a.re either stable 
or unstable fixed points of the system, 
depending on the direction of crossing. 
The plot is useful in visualizing the be­
havior of a given system in response to 
orbital forcing. Thus it can also be used 
to construct functions that realize a 
mechanism under consideration. 

A Simple Nonlinear Model 

Designing the system function. As an 
application of the ideas presented in the 
last section, we begin by constructing 
the· simplest model capable of simulating 
the geologically observed lag between 
orbital variation and climatic response. 
Consider the radiation-climate system as 
a pot of water over a fire, with the heat 
input varying over time. If the input were 
constant, the water would approach an 
equilibrium temperature with some char­
acteristic time constant, T. In a first ap­
proximation, the system is linear; that is, 
the rate of approach toward equilibrium 
is proportional to the difference between 
the momentary and equilibrium temper­
atures. Such a system would be de­
scribed by the equation 
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Fig. 8. Two models of climatic response to orbital variation compared with isotopic data on 
climate of the past 500,000 years. (A) Output of our optimum model described in Fig. 4. (B) 
Oxygen isotope curve for deep-sea cores RCll-120 and E49-18 from the southern Indian Ocean 
(5). (C) Oxygen isotope curve for deep-sea core V28-238 (6) from the Pacific Ocean (PDB stan­
dard). Curves B and C are plotted against the TUNE-UP time scale of Hays et al. (5). (D) 
Output of a model due to Calder (59). Ice-volume scales in (A) and (D) match those in Fig. 2C 
and D. 

initial condition to die out before reach­
ing the interval studied (the past 500,000 
and next 100,000 years). The resulting 
simulation of the real isotopic curve was 
poor. Moreover, because the model is 
linear, the spectrum of the output con­
tained power only at the forcing periods 
(near 19,000, 23,000, and 41,000 years). 
None was present at the longer periods 
associated with eccentricity. 

To extract eccentricity frequencies 
from any model in a physically reason­
able way, some form of nonlinearity is 

cooling (T0). As with the linear model, if 
x is held fixed, the output y approaches 
equilibrium response at y = x. The 
way in which such a model responds to a 
step input is shown in Fig. 4. 

In testing this model we found it con­
venient to rewrite the system equation as { 1 + b 

(x 
_ 

y) 
dy = 

Tm 

dt 1 -b -- (x -y) 
Tm 

if X� Y 
(2) 

if x :s; y 

dy 1 
- = - (x-y) 
dt T 

(1) required. There are several indications where T m is the mean time constant of 
the system, and b is a nonlinearity coeffi­
cient (0 :s; b :s; 1) defined in such a way 
that larger values of b correspond to 
larger values of TciTw. Thus, if b = 0, 
Eq. 2 reduces to Eq. 1. As b varies be­
tween 1/3 and 2/3, the ratio of time con­
stants varies between 2 and 5. 

A time lag of 9000 ± 3000 years has been 
measured between the orbital input and 
the 41,000-year component of the isotop­
ic response (5). By solving Eq. 1 for a 
sinusoidal input with a period equal to 
that of the obliquity cycle (41,000 years), 
we calculate that the time constant 
needed to produce such a lag would be 
greater than 8500 years, in rough agree­
ment with time constants derived from 
physical models of ice sheets (57). 

To test this linear model against the 
geologic record, we used a wide selec­
tion of orbital inputs, a range of T be­
tween 3000 and 30,000 years, and a mean 
value of x as an initial value for y. In­
tegration was carried out numerically at 
time steps of 1000 years starting 1 million 
years ago, thus allowing the effects of the 
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that one source of nonlinear behavior is 
the tendency for ice sheets to shrink fas­
ter than they grow. On the one hand, the­
oretical arguments suggest that growth 
times of land-based ice sheets are con­
siderably longer than shrinkage times 
(62), and that instabilities in marine­
based ice sheets probably augment this 
dynamic asymmetry (63). On the other 
hand, there is abundant historical evi­
dence from studies of isotopic curves 
(21) that major glaciations terminate fas­
ter than they begin (64). These physical 
considerations lead us to a simple, non­
linear model of the form dy I dt = 
(liT;)(x -y), where the rate of climatic 
change is now made inversely propor­
tional to a time constant that assumes 
one of two specified values depending on 
whether the climate is warming (Tw) or 

Tuning: The past 150, 000 years. The 
model's four adjustable parameters are 
the mean time constant (Tm), the nonlin­
earity coefficient (b), and two parameters 
that fix the latitudinal (a) and seasonal 
( cf>) characteristics of the orbital input. 
We first explored this four-parameter 
space with a reasonably coarse mesh, 
and found by making rough comparisons 
of the output against the geological rec­
ord of the last 500,000 years that the opti­
mum model would lie in the following re­
gion: Tm from 7000 to 30,000 years, b 
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from 0.3 to 0.75, a from - 1 to- 3, and cf> 
from 0 to 6000 years. 

Because the chronology and form of 
the younger climatic record are better 
known than those of older intervals, and 
because we wished to allow for the pos­
sibility that climate is a nonstationary 
system, we elected to fine-tune the mod­
el against certain features of the geologi­
cal record of the past 150,000 years. We 

200 

found that the general form of the mod­
el's response was rather robust against 
the parametric adjustments performed in 
tuning the model (Figs. 5 and 6). The tim­
ing and relative magnitude of the six cli­
matic events for which radiometric ages 
are given in Table 2 were compared visu­
ally with model outputs. These tuning 
experiments indicate that the optimum 
model lies in the neighborhood of the fol-
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lowing values: T m = 17,000 years, b = 
0.6 (corresponding to Tc = 42,500 years, 
Tw = 10,600 years, and Tc/ Tw = 4), 
a = -2, and cf> = 2000 years (65). The 
corresponding system function is shown 
in Fig. 2C. Expressed in terms of radia­
tion for a single month, the orbital input 
to our optimum model corresponds to 
the curve for July at 65°N. The same in­
put could also be expressed as combina­
tions of other latitudes and seasons. For 
example, the insolation for the summer 
half-year centered on July at 50°N is very 
close to our input curve. 

This simple model's simulation of the 
past 150,000 years of climate is reason­
ably good (Table 2 and Fig. 6)-in fact, 
somewhat better than that achieved by 
the more complex but untuned models 
discussed previously. Not only are the 
calculated ages for the main features of 
the isotopic curve reproduced rather 
closely, but also the relative magnitudes 
of all of the major features of the climate 
curve are reproduced satisfactorily back 
through isotopic stage 6. Figure 4 shows 
that the absolute magnitude of the mod­
el's cooling responses would be very 
large if the input were fixed at a typical 

Fig. 9. Spectral density as a function of fre­
quency f (cycles per 1000 years). Climatic 
spectra are compared with input spectra and 
output spectra of two climate-response mod­
els (80). (A) Solid peaks are the spectrum of 
the input to our optimum model. Open peaks 
are the spectrum of variations in eccentricity 
calculated from data of Berger (19). The domi­
nant periods of these orbital variations, calcu­
lated by Berger (22), are indicated in thou­
sands of years and by dotted vertical lines. (B) 
Spectrum of the output of our optimum mod­
el. Note the low-frequency peaks not found in 
the model input. (C) Solid line shows spec­
trum of variations in 8180 from a 468,000-year 
record in the southern Indian Ocean. Dashed 
line shows spectrum of same data after pre­
whitening with a first-difference filter to em­
phasize details in the higher frequencies. Data 
are from Hays et al. (5), with the spectrum 
calculated on their TUNE-UP time scale. (D) 
Solid line shows spectrum of variations in 
8180 from a 730,000-year core record in the 
Pacific Ocean. Dashed line shows spectrum of 
the same data after prewhitening with a first­
difference filter to emphasize details in the 
higher frequencies. Isotopic data are from 
Shackleton and Opdyke (7). Time scale and 
unprewhitened spectrum are from Kominz et 
al. (8, 9). (E) Spectrum of the output of a re­
sponse model due to Calder (59). Note the 
low-frequency peaks not found in this model's 
orbital input, whose spectrum is almost iden­
tical to that shown by solid peaks in (A). Data 
for (A), (B), and (E) span approximately the 
last million years. The bandwidth (BW) of 
each spectrum is indicated by horizontal 
lines. Horizontal bars within peaks in (C) and 
(D) are the lower bounds of one-sided 90 per­
cent confidence intervals attached to esti­
mates of peak heights. For each prewhitened 
spectrum in (C) and (D), the level of a red­
noise continuum is marked by arrows. 

SCIENCE, VOL. 207 



This content downloaded from 128.112.203.62 on Thu, 31 May 2018 21:31:58 UTC
All use subject to http://about.jstor.org/terms

low value. Such extreme responses do 
not occur in model outputs because the 
input oscillates relatively rapidly. 

Model predictions. Radiometric ages 
for six of the climatic events listed in 
Table 2 were used in tuning the model. 
Calculated ages for the six other events 
may therefore be considered as predic­
tions to be checked against the results of 
independent research. In addition, the 
model contains a prediction for the 
course of future climate (Fig. 7). Specifi­
cally, we take the model output to in­
dicate that orbital forcing will act over 
the next 23,000 years to continue the 
general cooling trend that began some 
6000 years ago. This effect must be su­
perimposed on variations that will occur 
at frequencies higher than one cycle per 
19,000 years, and on anthropogenic ef­
fects such as a possible warming due to 
an increase in carbon dioxide levels. 
This conclusion is robust against sub­
stantial parametric adjustments (Figs. 4 
and 5) and consistent with many (21, 59, 

66) but not all (54, 67) earlier predictions. 
The past 500,000 years. As noted 

above, the model's simulation of the iso­
topic record of ice volume over the past 
150,000 years is quite good. But results 
for earlier times are mixed, and paramet­
ric adjustments do little or nothing to im­
prove matters (Figs. 7 and 8). Between 
150,000 and 250,000 years ago, most fea­
tures are reasonably well simulated, and 
as far back as 350,000 years there are sig­
nificant correlations. But beyond 350,000 
years, the correlation with the geologic 
record diminishes significantly. 

It is useful to analyze two aspects of 
the model's performance separately. 
First, we are interested in its ability to 
simulate the four sharp upward excur­
sions of the isotope record known as ter­
minations I, II, IV, and V (2 I), which oc­
cur at the base of stages 1 , 5, 9, and 11 , 
respectively (Fig. 8). Of these, I, II, and 
IV are well simulated, but V is not. Sec­
ond, we are interested in the model's 
ability to simulate the relative magnitude 
of the main peaks and valleys of the iso­
tope curve. This ability decreases sys­
tematically with age, although in some 
cases (for example, the exaggerated 
model peak at 170,000 years before pres­
ent) minor but as yet unresolved dis­
crepancies among published il180 curves 
make it difficult to evaluate the serious­
ness of model failures. Older instances of 
model failure occur in isotope stage 8, 
the upper part of stage 9, the upper part 
of stage 11, and stage 12. We note that 
Calder's model does significantly better 
in stages 8 and 11, but has problems simi­
lar to ours in other parts of the older rec­
ord (Fig. 8). 
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Fig. 10. Eccentricity 
and global ice volume 
over the past 730,000 
years. (A) Variations 
in orbital eccentricity 
calculated by Berger 
(19). (B) Oxygen iso­
tope curve for deep­
sea core V28-238 
from the Pacific 
Ocean. Data from 
Shackleton and Op­
dyke (7) are plotted 
against the PDB stan­
dard on the time scale 
of Kominz et al. (8, 
9). Note the phase co­
herence between the 
100,000-year eccen­
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isotopic fluctuation. 
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Response spectrum. Another way of 
evaluating the model's performance is to 
examine the spectrum of its response. To 
simplify the discussion, we will refer to 
the period of spectral peaks in units of K 
( =  1000 years). As discussed above, the 
input to our model has periodicities only 
near 19K, 23K, and 41K, and lacks pow­
er at the lOOK and 413K eccentricity cy­
cles (Fig. 9A). Yet the isotopic record we 
are trying to simulate has a dominant pe­
riodicity near lOOK, in addition to the 
components near 19K, 23K, and 41K 
(Fig. 9, C and D). As would be expected 
from the nonlinearity in our model, the 
output contains power not only at the 
forcing periods but also at both periods 
of the eccentricity cycle (Fig; 9B). Al­
though the resulting spectrum is a better 
simulation than could be obtained with 
any linear model, it has too much power 
at 413K and too little at lOOK. Power at 
lOOK has also been found in the models 
of Weertman (15) and Calder (59). The 
spectrum of Calder's model (Fig. 9E) 
contains less 413K power than does the 
spectrum of our model. However, this is 
achieved at the expense of introducing 
spurious power near 200K, which arises 
as the second harmonic of the 413K 
cycle when that cycle is clipped by the 
cutoff in his model. Both models exag­
gerate the amount of power at 23K and 
19K compared with that at 4IK. 

Improving the Model 

The goal of our modeling effort has 
been to simulate the climatic response to 
orbital variations over the past 500,000 
years (68, 69). The resulting model fails 
to simulate four important aspects of this 
record. It fails to produce sufficient lOOK 
power; it produces too much 23K and 
19K power; it produces too much 413K 

power; and it loses its match with the 
record around the time of the last 413K 
eccentricity minimum, when values of e 

were low and the amplitude of the lOOK 
eccentricity . cycle was much reduced. 
All of these failures are related to a fun­
damental shortcoming in the generation 
of lOOK power. Since the model needs 
23K and 19K power to produce its lOOK 
power, there must be a trade-off between 
the goals of copious lOOK power and 
sparse 23K and 19K power. Moreover, 
the model cannot distinguish the 413K 
and lOOK eccentricity cycles, so another 
trade-off takes place here. Finally, a 
comparison of the warin climatic excur­
sion of 340K to 450K years ago with the 
eccentricity during that interval (Fig. 10) 
shows why the model loses its match 
with the record at that. point, and why 
termination V is not simulated. 

A resonance in the climatic system or 
an intrinsic tendency to oscillate at lOOK 
might resolve all these problems. Unfor­
tunately, the physical basis for such re­
sponse characteristics seems to be lack­
ing (70). 

Another approach to the problem is 
suggested by comparing the stability dia­
grams of our model with those of Weert­
man and Pollard (Fig. 2). Their system 
functions, when examined at constant in­
put x, typically possess two stable fixed 
points with an unstable point between 
(71). One stable point is at full glaciation, 
the other at zero ice. An attractive idea 
for solving some of the problems cited 
above would be to use the slow-cooling­
rapid-warming mechanism to set up a 
model that would flip-flop back and forth 
between stable points in response to 
changes in the envelope of the pre­
cession curve. The stable points would 
move about and even disappear as x var­
ied, thus allowing the high-frequency 
components of the input to show up in 
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the fine structure of the output. In addi­
tion, a pair of stable points would pro­
vide natural upper and lower limits to the 
output-an appealing feature of the mod­
els of Weertman and Pollard. 

The existence of an unstable fixed 
point makes tuning an extremely sensi­
tive task. For example, Weertman notes 
that changing the vaiue of one parameter 
by less than 1 percent of its physically 
allowed range made the difference be­
tween a glacial regime and an interglacial 
regime in one portion of an experimental 
run, while leaving the rest virtually un­
changed (15). Such sensitivity has ren­
dered unsuccessful our preliminary ef­
forts to produce a good system function 
based on the flip-flop principle. Indeed, it 
is possible that no function will yield a 
good simulation of the entire 500,000-
year record wider consideration here, 
because nonorbitally forced high-fre­
quency fluctuations may have caused the 
systein to flip or flop in an unpredictable 
fashion. This would be an example of 
Lorenz's concept (72) of an almost in­
transitive system (one whose character­
istics over long but finite intervals of 
time depend strongly on initial condi­
tions). 

It is tempting to call upon an unpre­
dictable shift of this kind to explain 
warm excursions at times when eccen­
tricity was continuously low (the fourth 
problem mentioned above). However, 
the regularity of the lOOK climatic cycle, 
and particularly its phase coherence with 
the lOOK eccentricity cycle over the last 
650,000 years (Fig. 10), argue for predict­
ability . Thus, there is a basic conflict be­
tween the apparent predictability of the 
record and the sensitivity that models 
will need in order to reproduce the rec­
ord accurately. It is therefore very im­
portant to decide how many features of 
the record can be simulated by a de­
terministic model forced by orbital varia­
tions (73). Progress in this direction will 
indicate what long-term variations need 
to be explained within the framework of 
a stochastic model (74), and provide a 
basis for estimating the degree of unpre­
dictability in climate. 
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DNA Gyrase and the 

Supercoiling of DNA 

Virtually all duplex DNA exists natu­
rally in a negatively supertwisted form. 
This supertwisting is an important facet 
of the processes of DNA replication, 
transcription, and recombination. Just 4 
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ing studies of gyrase have traversed a 
spectrum of topics of contemporary in­
terest including the mechanism of super­
coiling, the energetics of macromolecu­
lar movement, the conversion of DNA 
into complex topological forms, the site­
specific binding of enzymes to DNA, the 
reversible association of enzyme sub­
units, and the mechanism of inhibitors of 
DNA synthesis. It is a propitious time 
for a review of gyrase, since critical fea­
tures of the enzyme can now be ex­
plained satisfactorily by the recently pro­
posed mechanism termed sign inversion 
(2). This article focuses on the enzyme 
from Escherichia coli about which most 
is known (3). 

The author is a professor of biochemistry at the 
University of Chicago, 920 East 58 Street, Chicago, 
Illinois 60637. 
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