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#### Abstract

We prove that the three-dimensional Ising model in a random magnetic field exhibits long-range order at zero temperature and small disorder. Hence the lower critical dimension for this model is two (or less) and not three as has been suggested by some.


## 1. Introduction

Consider the Ising model in a random magnetic field. With spins $\sigma_{i}= \pm 1$ for $i$ in a rectangle $\Lambda \subset \mathbb{Z}^{d}$, the Hamiltonian is

$$
\begin{equation*}
H^{+}(\Lambda)=\sum_{\langle i, j\rangle: i \in \Lambda \text { or } j \in \Lambda} \frac{1}{2}\left(1-\sigma_{i} \sigma_{j}\right)-\sum_{i \in \Lambda} \frac{1}{2} h_{i} \sigma_{i} . \tag{1.1}
\end{equation*}
$$

Here we take plus boundary conditions, $\sigma_{i}=1$ for $i \notin \Lambda ;\langle i, j\rangle$ denotes a nearest neighbor pair; and $h_{i}$ is a random magnetic field. We suppose that the $h_{i}$ are independent random variables, each Gaussian with mean zero and variance $\left\langle h_{i}^{2}\right\rangle=\varepsilon^{2}$.

We present a rigorous proof that in dimension $d=3$, this model exhibits longrange order at zero temperature and small disorder $\varepsilon$. Specifically, we prove that with probability $1-\exp \left(-O\left(\varepsilon^{-2}\right)\right)$, uniformly in $\Lambda, \sigma_{0}=1$ in the ground state of $H^{+}(\Lambda)$. This resolves the controversy over the value of the lower critical dimension for the random-field Ising model, at least at $T=0$. The lower critical dimension, $d_{l}$, is the dimension above which long-range ferromagnetic order can exist. Our result establishes that $d_{l} \leqq 2$, ruling out $d_{l}=3$, which was argued for by some authors. The behavior of the model in two dimensions remains an open question, although it is generally believed that there is no long-range order at any temperature, including $T=0$. If this is so, then $d_{l}=2$ at zero temperature. In one dimension, Berretti [1] has shown that there is no long-range order at $T=0$.

[^0]Imry and Ma [2] originally argued that $d_{l} \geqq 2$ as follows. In a region of linear dimension $L$, the typical fluctuation of magnetic field energy should be of the order of $L^{d / 2}$, while the energy of a domain wall surrounding the region is of the order of $L^{d-1}$. (A domain wall or contour is defined to be a connected ( $d-1$ )-dimensional hypersurface separating a region of plus spins from a region of minus spins.) Thus field fluctuations should destroy any long-range order in $d>2$; also in $d=2$ by considering all possible $L$. It seemed reasonable to believe $d_{l}=2$, though as pointed out in [3], other mechanisms might destroy order in higher dimensions.

Other arguments were subsequently put forward for $d_{l}=3$. Chief among these is the correspondence between random systems in $d$ dimensions and the corresponding pure systems in $d-2$ dimensions. Since $d_{l}=1$ is the nonrandom Ising model, we would have $d_{l}=3$ in the random version. The correspondence was derived by Parisi and Sourlas [4, 5] using supersymmetry; nonperturbative [6, 7] and rigorous [8] versions were subsequently given. These authors considered scalar field theories rather than Ising models. The Parisi-Sourlas correspondence is exact only in the case of unique solutions to the classical equations of motion, as was pointed out in [5]. This excludes the case of most interest for the Ising model at low temperature, since the desired interaction potential is nonconvex. Nevertheless, the correspondence may be of relevance in a disordered phase, where it would be reasonable to assume a convex potential.

Arguments based on the roughness of the interface were put forward for $d_{l}=3$ [ 9,10$]$ and for $d_{l}=2$ [11-13]. For comprehensive reviews of theoretical, numerical, and experimental work on the lower critical dimension of the random-field Ising model, see [3].

Chalker [16] and Fisher et al. [14] give important extensions of the Imry-Ma argument which will be important in our proof. In an approximation in which there are no contours (domain walls) within contours, they proved that the model is ordered for $d>2$. This entails considering all possible contours surrounding the origin, and proving that with large probability, none of them encloses a net field exceeding the surface area. They used coarse-grained contours to take advantage of the fact that many contours enclose essentially the same volume. We will need coarse-grained contours also, for the same reason: There are too many contours to allow for treating each one independently.

One could argue that the assumption of no contours within contours is essentially what one is attempting to prove. But in fact one obtains that contours of a certain size are rare, assuming only that smaller contours are rare and that they can be neglected. The idea that one can work inductively from smaller to larger contours will be an important ingredient in our proof. Recently Krey [18] has argued that contours within contours play a role in shifting $d_{l}$ to 3 , in contrast to our results.

Fröhlich and Imbrie [15] and Berretti [1] have considered the random-field Ising model at large disorder. They prove that in any dimension, if the disorder is large enough, then there is no long-range order. The results of [15] are uniform as $T \rightarrow 0$. Thus the present paper establishes the existence of a zero temperature transition from long-range order to absence of long-range order, as the disorder is increased.

It is worth remarking that with minor modifications our proof should be valid in any dimension $d>2$. Also, the choice of a Gaussian distribution for the magnetic fields is inessential. Any continuous, symmetric distribution with Gaussian fall-off would be easy to handle, and other distributions could probably be treated with some additional work. We are also optimistic about obtaining a proof valid for small temperatures, not just $T=0$. Such a proof would combine the expansion methods of [15] with the methods of the present paper.

Results. In stating our main results, we use the following notation. We let $\operatorname{Pr}(E)$ denote the probability of the event $E$, with respect to the measure

$$
\begin{equation*}
d \mu(h)=\prod_{i \in \mathbb{Z}^{3}}\left[\left(2 \pi \varepsilon^{2}\right)^{-1 / 2} e^{-h_{i}^{2} / 2 \varepsilon^{2}} d h_{i}\right] . \tag{1.2}
\end{equation*}
$$

If $F$ is a function of the magnetic fields, we let $\bar{F}$ denote its expectation with respect to this measure. Let $\sigma^{\min }\left(\Lambda^{+}\right)$denote the spin configuration of minimum energy $H^{+}(\Lambda)$. This is unique, with probability 1 , because any two energies are linearly independent functions of $\left\{h_{i}\right\}_{i \in \Lambda}$, and the probability that they are equal is zero. Let $\Lambda$ denote a rectangular parallelepiped centered at the origin $0 \in \mathbb{Z}^{3}$, and let $\Lambda_{n}$ denote the cube of $(2 n+1)^{3}$ sites centered at the origin. Let $\eta$ be any small constant, say $\eta=1 / 4$. We state two theorems: the main theorem on long-range order, then a theorem on the decay of $d \mu(h)$-correlations between ground state spins. We assume throughout that $\varepsilon$ is small.

Theorem 1.1 (Long-Range Order). There exists a constant $C>0$ such that for any $i \in \mathbb{Z}^{3}$ and any $\Lambda$,

$$
\begin{equation*}
\operatorname{Pr}\left(\sigma_{i}^{\min }\left(\Lambda^{+}\right)=-1\right) \leqq \exp \left(-C / \varepsilon^{2}\right) \tag{1.3}
\end{equation*}
$$

Consequently,

$$
\begin{gather*}
\overline{\sigma_{i}^{\min }\left(\Lambda^{+}\right)} \geqq 1-2 \exp \left(-C / \varepsilon^{2}\right),  \tag{1.4}\\
\overline{\sigma_{i}^{\min }\left(\Lambda^{+}\right) \sigma_{j}^{\min }\left(\Lambda^{+}\right)} \geqq 1-4 \exp \left(-C / \varepsilon^{2}\right) . \tag{1.5}
\end{gather*}
$$

By the FKG inequality, the sequence $\left\{\sigma_{i}^{\min }\left(\Lambda_{n}^{+}\right)\right\}$is decreasing in $n$. Hence the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{i}^{\min }\left(\Lambda_{n}^{+}\right) \equiv \sigma_{i}^{\min } \tag{1.6}
\end{equation*}
$$

exists for each $i \in \mathbb{Z}^{3}$, with probability 1 . Furthermore, the bounds (1.3)-(1.5) of Theorem 1.1 hold for $\sigma^{\mathrm{min}}$ as well. Our methods also give us constructive control over the rate of approach to the infinite volume limit. This will be discussed in more detail in Sect. 6.

Theorem 1.2 (Decay of Correlations). There exists a constant $C>0$ such that for any $i, j \in \mathbb{Z}^{3}$,

$$
\begin{equation*}
\left|\overline{\mid \overline{\sigma_{i}^{\min }} \sigma_{j}^{\min }}-\overline{\sigma_{i}^{\min }} \overline{\sigma_{j}^{\min }}\right| \leqq \exp \left(-C|i-j|^{\left.1-\eta / \varepsilon^{2}\right) . . . .}\right. \tag{1.7}
\end{equation*}
$$

In the last theorem we could as well replace $n^{1-\eta}$ with $n \exp \left[-c_{0}(\log \log n)^{2}\right]$, $c_{0}>0, n=|i-j|$.

Main Ideas. We need to estimate the probability that $\Gamma$, a contour enclosing the origin, appears as an outer contour in the ground state configuration $\sigma^{\min }\left(\Lambda^{+}\right)$. (An outer contour is one that is not surrounded by other contours.) Suppose that $\Gamma$ is an outer contour of the configuration $\sigma^{\min }\left(\Lambda^{+}\right)$. Let $V(\Gamma)$ denote the volume enclosed by $\Gamma$. The leading term in the expansion for $H^{+}(V(\Gamma))$ in the ground state is

$$
\begin{equation*}
|\Gamma|+\sum_{i \in V(\Gamma)} \frac{1}{2} h_{i} \tag{1.8}
\end{equation*}
$$

This is what one would obtain if there were no contours $\gamma$ surrounded by $\Gamma$. Taking (1.8) to be exact for the moment, we see that $\Gamma$ can only occur if (1.8) is less than any comparison energy in $V(\gamma)$. In particular (1.8) must be less than $\sum_{i \in V(\Gamma)}-\frac{1}{2} h_{i}$, the energy $H^{+}(V(\Gamma))$ of the configuration with no contours whatsoever in $V(\Gamma)$, not even $\Gamma$. We find that in the approximation of no contours within contours, $\Gamma$ can occur only if

$$
\begin{equation*}
|\Gamma|+\sum_{i \in V(I)} h_{i} \leqq 0 \tag{1.9}
\end{equation*}
$$

As in the Imry-Ma argument, the probability that this happens is less than

$$
\begin{equation*}
\exp \left[-\frac{|\Gamma|^{2}}{2 \varepsilon^{2}|V(\Gamma)|}\right] \leqq \exp \left[-\frac{c}{\varepsilon^{2}} \operatorname{diam}(\Gamma)\right] \ll 1 \tag{1.10}
\end{equation*}
$$

in three dimensions. Even though there are $\exp (c|\Gamma|)$ contours of area $|\Gamma|$, it can be shown [14] that with large probability, (1.9) is not satisfied for any $\Gamma$.

We intend to use a similar strategy, but making no approximations for the ground state energy in $V(\Gamma)$. One exact formula could be derived by adding to (1.8) a term

$$
\begin{equation*}
\sum_{\gamma}\left[H^{-}(V(\gamma))-\sum_{i \in V(\gamma)} \frac{1}{2} h_{i}\right] \tag{1.11}
\end{equation*}
$$

where $\gamma$ runs over the outermost of the contours surrounded by $\Gamma$ in the ground state in $V(\Gamma)$. Here $H^{-}(V(\gamma))$ is evaluated at the ground state configuration $\sigma^{\min }\left(V(\gamma)^{-}\right)$, with minus boundary conditions since $\varrho=-1$ between $\Gamma$ and $\gamma$. Unfortunately (1.15) is not useful because of the nonlocal dependence on the $h_{i}$ 's in each term. In order to say whether or not $\gamma$ is in the ground state, one must know the magnetic fields throughout $V(\Gamma)$, even if $\gamma$ is small. Hence the statistical analysis leading to the bound (1.10) cannot be made because of uncontrollable dependence amongst the random variables.

To understand our local expansion, consider the simplest correction to (1.8) arising from the smallest possible contours:

$$
\begin{equation*}
\sum_{\gamma:|\gamma|=6, \boldsymbol{V}(\gamma) \subset \boldsymbol{V}(\Gamma)} r_{\gamma}(-h) . \tag{1.12}
\end{equation*}
$$

Here

$$
r_{\gamma}(-h)= \begin{cases}0, & \begin{array}{l}
\text { if } \gamma \text { is not in the ground state in } B(\gamma) \\
\text { with minus boundary conditions }
\end{array}  \tag{1.13}\\
|\gamma|-\sum_{i \in V(\gamma)} h_{i}, & \text { otherwise },\end{cases}
$$

and $B(\gamma)$ is a cube of diameter 8 centered at $\gamma$. The random variable $r_{\gamma}(-h)$ is defined in terms of a local ground state in $B(\gamma)$, hence it depends on the magnetic fields only in a small neighborhood of $\gamma$. We obtain the true ground state in $V(\Gamma)$ through successive local ground states in larger and larger regions. If larger contours $\gamma^{\prime}$ occur in the ground state, then in representing their effect, $r_{\gamma^{\prime}}$, we have to subtract the terms erroneously included in (1.12). This amounts to a comparison of the ground state energy in $V\left(\gamma^{\prime}\right)$ with the energy of some other configuration involving smaller contours only - see definitions (3.1)-(3.3). We assume by induction that we have good control over such comparisons, and attempt to prove the required estimate for $\Gamma$ also.

The complete expansion for the ground state energy in $V(\Gamma)$ contains, in addition to the terms in (1.8), a sum of the local random variables $r_{\gamma}(-h)$ for all $\gamma$ inside $\Gamma$. The comparison energy involves a sum of random variables $r_{\gamma}(h)$. Hence the difference energy involves symmetrized variables $r_{\gamma}(h)-r_{\gamma}(-h)$. Locality and symmetry permits us to estimate these contributions in a manner analogous to the field terms.

In order to avoid uncontrollable sums of $r_{\gamma}$ 's, we have to work with aggregate variables incorporating the effect of all contours of specified diameter, area, and volume that lie within a fixed cube $B$. Then in order to estimate the aggregate variables, we use coarse-grained contours as in [14]. Difficulties arise in arranging for the aggregate variables not to feel the contour $\Gamma$ which is supposed to enclose all contributing contours.

In the next section we define some generalized contours and introduce locally favored contours. We also prove some lemmas on the geometrical relationship between these contours, and on their relation to the true ground state. In the third section we introduce the expansion for the ground state energy, and prove that it can be rewritten in terms of aggregate variables. The fourth section is devoted to the inductive estimates for these variables. In Sect. 5 we prove some entropy estimates that were assumed in the previous section. In the final section, we prove Theorems 1.1 and 1.2, using the results of Sects. 2-5.

## 2. Contours and Local Ground States

In this section we establish some basic definitions for use in the remainder of the paper. We introduce generalized contours which need not be connected in the usual sense. The generalized notion of connectedness is tailored to the requirement of our induction. We also introduce the concept of a favored contour, or a contour present in a local ground state configuration. Favored contours are central to the construction as we approximate the true ground state through local ground states in successively larger regions.

Throughout Sects. 2-5 we fix a large rectangle $\Lambda \subset \mathbb{Z}^{3}$ and restrict to configurations with $\sigma=1$ in $\Lambda^{c}$ (plus boundary conditions) or with $\sigma=-1$ in $\Lambda^{c}$ (minus boundary conditions).

The distance between sites $i, j \in \mathbb{Z}^{3}$ is given by

$$
\begin{equation*}
|i-j|=\max _{\mu}\left|i_{\mu}-j_{\mu}\right| . \tag{2.1}
\end{equation*}
$$



Fig. 1. The box that the contour $\gamma$ belongs to


Fig. 2. The volume enclosed by $\gamma$, and the volume $\tilde{V}(\Gamma)$
Consider a subset $V \subset \mathbb{Z}^{3}$, and consider spin configurations $\sigma$ in $V$ with $\sigma=1$ in $(V \cap \Lambda)^{c}$. The contours of the configuration in $V$ are the connected components of the set of all plaquettes of the dual lattice separating a nearest neighbor pair of sites $\langle i, j\rangle$ with $\sigma_{i} \sigma_{j}=-1$.

The components of $V$ may have several boundary components. However we will never have to consider configurations with contours surrounding a component of $V^{c}$.

Let $\gamma$ be any union of contours. Then we define $k(\gamma)$ by the inequalities

$$
\begin{equation*}
2^{k(\gamma)} \leqq \operatorname{diam}(\gamma)<2^{k(\gamma)+1}, \quad k(\gamma) \in \mathbb{Z} \tag{2.2}
\end{equation*}
$$

We associate to each contour $\gamma$ a cube $B(\gamma)$ of diameter $2^{k+3}$ containing $\gamma$. The center of $B(\gamma)$ is chosen to be a fixed point near $\gamma$. We take the point of $2^{k} \mathbb{Z}^{3}$ maximizing $\operatorname{dist}(\gamma, \partial B(\gamma))$, and if there are several then we choose the first one (say in a lexicographic ordering of $\mathbb{Z}^{3}$ ). We have that $\operatorname{dist}(\gamma, \partial B(\gamma))>2^{k+1}$ (see Fig. 1). We label such boxes by the site $x \in 2^{k} \mathbb{Z}^{3}$ at the center and by the scale of $\gamma$, for example $B(\gamma)=B_{k, x}$ for $k(\gamma)=k$. We write $\gamma \rightarrow B_{k, x}$ if $B(\gamma)=B_{k, x}$, and say $\gamma$ belongs to $B_{k, x}$.

If $\Gamma$ is any union of disjoint contours, we define $V(\Gamma)$, the volume enclosed by $\Gamma$, to be the collection of sites with $\sigma_{i}=-1$ in an associated spin configuration. The associated spin configuration is defined in the obvious way by putting $\sigma=1$ at $\infty$ and changing the sign of $\sigma$ across each component of $\Gamma$. We use $|\cdot|$ to denote the cardinality of a set, thus $|\Gamma|$ is the area of $\Gamma$ and $|V(\Gamma)|$ is the number of sites enclosed by $\Gamma$ (see Fig. 2).

We will also need a slightly smaller volume,

$$
\tilde{V}(\Gamma)=\{i \in V(\Gamma): \text { all nearest neighbors of } i \text { are in } V(\Gamma)\}
$$

The outer contours in a region $V$ are the contours $\Gamma$ such that $V(\Gamma) \not \subset V\left(\Gamma^{\prime}\right)$ for any other contour $\Gamma^{\prime}$ in $V$.

So far all contours have been connected. We now join to each outer contour some of the contours it encloses. Fix $\Gamma_{0}$, an outer contour in $V$. Consider the outer contours in $\widetilde{V}\left(\Gamma_{0}\right)$; denote them by $\gamma_{\alpha}, \alpha=1,2, \ldots$. We say that $\gamma_{\alpha}$ is connected to $\gamma_{\beta}$ if $\operatorname{dist}\left(B\left(\gamma_{\alpha}\right), B\left(\gamma_{\beta}\right)\right) \leqq 2^{\min \left\{k\left(\gamma_{\alpha}\right), k\left(\gamma_{\beta}\right)\right\}+3}$. We say that $\gamma_{\alpha}$ is connected to $\Gamma_{0}$ if

$$
\operatorname{dist}\left(B\left(\gamma_{\alpha}\right), \Gamma_{0}\right) \leqq 2^{k\left(\gamma_{\alpha}\right)+3} \quad \text { or if } \quad\left|\gamma_{\alpha}\right| \geqq 2^{2\left(N\left(\Gamma_{0}\right)-N_{0}\right)},
$$

where we define

$$
\begin{equation*}
N(\Gamma)=2+\left[\frac{2}{3} \log _{2} \frac{|V(\Gamma)|}{|\Gamma|}\right] \tag{2.3}
\end{equation*}
$$

and where $N_{0}$ is an integer constant to be determined later. Here $[x]$ denotes the largest integer less than or equal to $x$, for $x>0,[x] \equiv 0$ otherwise. We define $\Gamma_{1}$ to be the union of $\Gamma_{0}$ and all $\gamma_{\alpha}$ connected directly or indirectly to $\Gamma_{0}$ via the above relations. We repeat the process for $\Gamma_{1}$, adding all $\gamma_{\alpha}$ connected directly or indirectly to $\Gamma_{1}$ using the above relations with $\Gamma_{0}$ replaced by $\Gamma_{1}$. [There can be some new outer contours added because $N\left(\Gamma_{1}\right)$ can be less than $N\left(\Gamma_{0}\right)$.] This defines $\Gamma_{2}$, and we continue in this fashion to define $\Gamma_{3}, \Gamma_{4}$, etc. until $N\left(\Gamma_{j}\right)$ stabilizes. The result is $\Gamma\left(\Gamma_{0}\right)$, and is called the external contour associated with the outer contour $\Gamma_{0}$.

We apply this process to each outer contour in $V$. Due to the holes punched in $V\left(\Gamma_{0}\right)$, there may be some contours $\Gamma$ left with $V(\Gamma) \subset V_{1}=V \bigcup_{\alpha} V\left(\Gamma\left(\Gamma_{0, \alpha}\right)\right)$. (Here $\left\{\Gamma_{0, \alpha}\right\}$ are the outer contours in $V$.) We repeat the above constructions with $V$ replaced by $V_{1}$. We obtain more external contours $\Gamma\left(\Gamma_{0}\right)$ and a residual volume $V_{2}$. Eventually the process stops and all of the contours $\gamma$ in $V$ are either part of an external contour or else $V(\gamma) \subset \tilde{V}(\Gamma)$ for some external contour $\Gamma$. In the latter case they are called internal contours (see Fig. 3).


Fig. 3. External and internal contours in $V$. Shaded regions denote $V(\gamma)$ for external contours $\gamma$. Dashed contours are internal contours

We remark that no external contour $\Gamma$ has internal contours in $V(\Gamma)$ surrounding components of $V(\Gamma)^{c}$. Thus $V(\Gamma)$ satisfies the condition we assumed for $V$.

If $\Gamma_{0}$ belongs to $B_{k, x}$ then we say that the external contour $\Gamma\left(\Gamma_{0}\right)$ belongs to $B_{k, x}$ and we write $\Gamma\left(\Gamma_{0}\right) \rightarrow B_{k, x}$.

In all these constructions we have been assuming $\sigma=1$ in $(V \cap \Lambda)^{c}$; they can of course be repeated for the case $\sigma=-1$ in $(V \cap \Lambda)^{c}$. The choice of boundary condition will always be understood or explicitly stated.

The ground state configuration in a region $V$ with plus boundary conditions is the configuration minimizing

$$
\begin{equation*}
H^{+}(V)=\sum_{\langle i j\rangle: i \in V \text { or } j \in V} \frac{1}{2}\left(1-\sigma_{i} \sigma_{j}\right)-\sum_{i \in V} \frac{1}{2} h_{i} \sigma_{i} \tag{2.5}
\end{equation*}
$$

under the constraint $\sigma=1 \mathrm{in}(V \cap \Lambda)^{c}$. If there is more than one minimum we choose arbitrarily one minimizing the number of sites with $\sigma_{i}=-1$ (the choice can depend only on $V$ and on $h \uparrow V$ ).

An external contour $\Gamma$ is said to be favored in $V^{+}$if it is an external contour of the ground state configuration in $V$ with plus boundary conditions. We have analogous definitions when $V$ has minus boundary conditions.

An external contour $\Gamma$ is said to be favored $(+)$ if it is favored in $B(\Gamma)^{+}$. It is favored $(-)$ if it is favored in $B(\Gamma)^{-}$. The notion of favored depends only on $\Gamma$ and on $h \uparrow B(\Gamma)$. Thus it is a local definition depending only a local ground state. Our statistical analysis depends on a reduction to such local notions. Locality makes the corresponding random variables almost independent.

An external contour $\Gamma$ is said to be maximal $\left(\subseteq V^{+}\right)$if it is favored ( + ), if $V(\Gamma) \subseteq V$, and if no other favored (+) external contour $\Gamma^{\prime}$ satisfies $V(\Gamma) \subseteq V\left(\Gamma^{\prime}\right) \subseteq V$. We say $\Gamma$ is maximal ( $\varsubsetneqq V^{+}$) if it is favored $(+)$, if $V(\Gamma) \varsubsetneqq V$ and if no other favored $(+)$ external contour $\Gamma^{\prime}$ satisfies $V(\Gamma) \varsubsetneqq V\left(\Gamma^{\prime}\right) \varsubsetneqq V$. Such a $\Gamma$ has $V(\Gamma)$ contained in, but not equal to, $V$. Similarly we have external contours that are maximal ( $\subseteq V^{-}$) or maximal $\left(\varsubsetneqq V^{-}\right)$. Note that these maximality notions are defined in terms of all conceivable favored $(+)$ external contours, not just those in any particular configuration.

We conclude this section with two lemmas on the structure of favored and maximal external contours (see also Fig. 4).


Fig. 4. A possible collection of favored $(+)$ external contours in $V$, with $\gamma_{1}, \gamma_{2}$ maximal $\left(\cong V^{+}\right)$. The pairs on the right cannot depict favored ( + ) external contours; they are not nested

Lemma 2.1. The favored (+) external contours are nested, in the sense that any pair of favored $(+)$ external contours $\left(\gamma_{1}, \gamma_{2}\right)$ satisfies one of the following conditions:
(i) $\gamma_{1} \cap \gamma_{2}=\emptyset$ and $V\left(\gamma_{1}\right) \cap V\left(\gamma_{2}\right)=\emptyset$,
(ii) $V\left(\gamma_{1}\right) \subset V\left(\gamma_{2}\right)$ or $V\left(\gamma_{2}\right) \subset V\left(\gamma_{1}\right)$.

Lemma 2.2. Let $V=\Lambda$ or $V=\tilde{V}(\Gamma)$ for $\Gamma$ any favored ( - ) external contour. The external contours favored in $V^{+}$are the external contours that are maximal $\left(\cong V^{+}\right)$.

Proof of Lemma 2.1. We may as well assume that $k\left(\gamma_{2}\right) \geqq k\left(\gamma_{1}\right)$. Suppose that these contours are not nested. Then $\operatorname{dist}\left(\gamma_{1}, \gamma_{2}\right)=0$, and since

$$
\operatorname{dist}\left(\gamma_{2}, B\left(\gamma_{2}\right)^{c}\right)>2^{k\left(\gamma_{2}\right)+1} \geqq 2^{k\left(\gamma_{1}\right)+1}>\operatorname{diam}\left(\gamma_{1}\right),
$$

we have that $V\left(\gamma_{1}\right) \subset B\left(\gamma_{2}\right)$. In order to arrive at a contradiction, we prove that $\gamma_{2}$ is not in fact an external contour of the ground state configurations in $B\left(\gamma_{2}\right)^{+}$. Let us represent a configuration in $B\left(\gamma_{2}\right)^{+}$by specifying the subset $S=\left\{i \in B\left(\gamma_{2}\right), \sigma_{i}=-1\right\}$. Denote the ground state configuration in $B\left(\gamma_{2}\right)^{+}$by $S_{\text {min }}$ ( $\gamma_{2}$ is supposed to be an external contour of this configuration). Let $S\left(\gamma_{1}\right)$ be the set of all sites $i \in V\left(\gamma_{1}\right)$ with $\sigma_{i}=-1$ in the ground state configuration in $B\left(\gamma_{1}\right)^{+}$. We claim that the configuration $S_{\min } \cup S\left(\gamma_{1}\right)$ has lower energy than the configuration $S_{\text {min }}$. Supposing this to be true, we note that any $i \in V\left(\gamma_{1}\right)$ with a nearest neighbor $j \in V\left(\gamma_{1}\right)^{c}$ must be in $S\left(\gamma_{1}\right)$. If $\gamma_{1}, \gamma_{2}$ are not nested, then at least one such site is in $V\left(\gamma_{2}\right)^{c}$ with a nearest neighbor in $V\left(\gamma_{2}\right)$ (see Fig. 5). This means that the corresponding plaquette in $\gamma_{2}$ would not be part of the contours of $S_{\min } \cup S\left(\gamma_{1}\right)$. Hence $\gamma_{2}$ could not have been an external contour of the ground state in $B\left(\gamma_{2}\right)$, and we have the desired contradiction.

It remains for us to show that $S_{\min } \cup S\left(\gamma_{1}\right)$ has lower energy than $S_{\text {min }}$. We need to label the portions of contour involved in this comparison. We divide $\partial S_{\text {min }} \backslash \partial S\left(\gamma_{1}\right)$ into two sections: $A$ which is the part in $S\left(\gamma_{1}\right)^{c}$, and $C$ which is the part in $S\left(\gamma_{1}\right)$ - see Fig. 6. Similarly we divide $\partial S\left(\gamma_{1}\right) \backslash \partial S_{\text {min }}$ into two parts: $B$ which is the part in $S_{\min }$, and $D$ which is the part in $S_{\min }^{c}$. Finally we divide $\partial S_{\min } \cap \partial S\left(\gamma_{1}\right)$ into two parts: $E$ which is the part in $S_{\min } \cup S\left(\gamma_{2}\right)$ and $F$ which is the rest. [We say that a plaquette is in $W$ if both of the sites separated by the plaquette are in $W$. We have


Fig. 5. The site $i$ is in $V\left(\gamma_{2}\right) \cap V\left(\gamma_{1}\right)$ and is adjacent to $V\left(\gamma_{2}\right)^{c}$ and to $V\left(\gamma_{1}\right)^{c}$. It shows that plaquette $p$ could not have been part of $\gamma_{2}$


Fig. 6. The sections of contours bounding $S_{\text {min }}$ and $S\left(\gamma_{1}\right)$
that $A \cup C=\partial S_{\min } \backslash \partial S\left(\gamma_{1}\right)$ because any plaquette in $\partial S_{\min }$ which is neither in $S\left(\gamma_{1}\right)$ nor in $S\left(\gamma_{1}\right)^{c}$ must be in $\partial S\left(\gamma_{1}\right)$. Similarly we have $B \cup D=\partial S\left(\gamma_{1}\right) \backslash \partial S_{\text {min }}$.]

We define the energy of the configuration $S$ (normalized to zero for $S=\emptyset$ ) to be

$$
\begin{equation*}
\mathscr{E}(S)=\sum_{i \in S} h_{i}+|\partial S| \tag{2.6}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\mathscr{E}\left(S_{\min } \cup S\left(\gamma_{1}\right)\right)-\mathscr{E}\left(S_{\min }\right)=\mathscr{E}\left(S\left(\gamma_{1}\right)\right)-\mathscr{E}\left(S\left(\gamma_{1}\right) \cap S_{\min }\right)-2|E| \tag{2.7}
\end{equation*}
$$

This is easily verified from the equalities

$$
\begin{aligned}
\mathscr{E}\left(S_{\min } \cup S\left(\gamma_{1}\right)\right) & =\sum_{i \in S_{\min } \cup S\left(\gamma_{1}\right)} h_{i}+|A|+|F|+|D|, \\
\mathscr{E}\left(S_{\min }\right) & =\sum_{i \in S_{\min }} h_{i}+|A|+|F|+|C|+|E|, \\
\mathscr{E}\left(S\left(\gamma_{1}\right)\right) & =\sum_{i \in S\left(\gamma_{1}\right)} h_{i}+|B|+|F|+|D|+|E|, \\
\mathscr{E}\left(S\left(\gamma_{1}\right) \cap S_{\min }\right) & =\sum_{i \in S\left(\gamma_{1}\right) \cap S_{\min }} h_{i}+|B|+|F|+|C|
\end{aligned}
$$

Recall that $S\left(\gamma_{1}\right)$ is the collection of minus sites in $V\left(\gamma_{1}\right)$ in the ground state configuration in $B\left(\gamma_{1}\right)^{+}$. It must also be the collection of minus sites in the ground state configuration in $S\left(\gamma_{1}\right)^{+}$, since any preferred configuration could be extended to all of $B\left(\gamma_{1}\right)$, achieving the same gain in energy or the same reduction in the number of minus sites. Therefore,

$$
\begin{equation*}
\mathscr{E}\left(S\left(\gamma_{1}\right)\right) \leqq \mathscr{E}\left(S\left(\gamma_{1}\right) \cap S_{\min }\right) \tag{2.8}
\end{equation*}
$$

$S\left(\gamma_{1}\right)$ being the configuration of lowest energy in $S\left(\gamma_{1}\right)$. As argued above, $S\left(\gamma_{1}\right) \not \subset S_{\text {min }}$ (non-nestedness of $\gamma_{1}, \gamma_{2}$ ) so that these two configurations are distinct. Therefore we must have strict inequality, because equality would mean that $S\left(\gamma_{1}\right) \cap S_{\text {min }}$ would have been selected as ground state configuration due to its smaller number of minus sites.

Combining this information with (2.7), we obtain

$$
\begin{equation*}
\mathscr{E}\left(S_{\min } \cup S\left(\gamma_{1}\right)\right)<\mathscr{E}\left(S_{\min }\right) \tag{2.9}
\end{equation*}
$$

which completes the proof of the lemma.

Proof of Lemma 2.2. The proof is based on the same type of argument as was used in the proof of Lemma 2.1. Namely, if $S_{2}$ is the ground state configuration in $V_{2}^{+}$, and $S_{1} \subset V_{2}$ is the ground state configuration in $V_{1}^{+}$, then $S_{1} \subset S_{2}$. This statement can be proven in the same manner that we proved that $\mathscr{E}\left(S_{\text {min }} \cup S\left(\gamma_{1}\right)\right)<\mathscr{E}\left(S_{\text {min }}\right)$ above.

We remark that any external contour $\gamma$ favored in $V^{+}$satisfies $(B(\gamma) \cap \Lambda) \subset V$. This is clear if $V=\Lambda$. If $V=\tilde{V}(\Gamma)$ for some favored $(-)$ contour $\Gamma$ then $\operatorname{dist}(B(\gamma), \Gamma)>2^{k+3}$ (otherwise part of $\gamma$ would have been incorporated into $\Gamma$ ). Hence $B(\gamma) \subset V$ in the second case. We remark also that all contours satisfy $V(\Gamma) \subset \Lambda$, hence in both cases $V \leqq \Lambda$.

Let $\gamma$ be an external contour favored in $V^{+}$, and let us prove that it is favored $(+)$, i.e. favored in $(B(\gamma) \cap \Lambda)^{+}$. If $S(V)$ is the ground state configuration in $V^{+}$and $S(\gamma)$ is the ground state configuration in $(B(\gamma) \cap \Lambda)^{+}$, then $S(\gamma) \subset S(V)$. Furthermore, any component of $S(V)$ that is contained in $B(\gamma) \cap \Lambda$ is contained in $S(\gamma)$. In particular, the two configurations agree in $V\left(\gamma_{0}\right)$ (where $\gamma_{0}$ is the outer contour for $\gamma$ ) and at sites bordering $V\left(\gamma_{0}\right)$. Thus $S(\gamma)$ is obtained by removing from $S(V)$ some components of minus sites that do not intersect or border on $V\left(\gamma_{0}\right)$. Such an operation cannot change the fact that $\gamma$ is an external contour. Hence $\gamma$ is favored (+).

Next we show that if $\gamma$ is maximal $\left(\cong V^{+}\right)$then it is favored in $V^{+}$. As before we have that $S(\gamma) \subset S(V)$. Suppose there is a site $i \in S(V), i \in V(\gamma)^{c}, i$ adjacent to $V(\gamma)$. Consider the component $C$ of $S(V)$ containing i. $C$ contains also a site in $V(\gamma)$ adjacent to $i$, because sites in $V(\gamma)$ bordering on $V(\gamma)^{c}$ are in $S(\gamma)$. We have that $C \subset V\left(\gamma^{\prime}\right)$ for some external contour $\gamma^{\prime}$ favored in $V^{+}$. By our analysis above, $\gamma^{\prime}$ is favored $(+)$. By Lemma 2.1, $\gamma$ and $\gamma^{\prime}$ are nested. However, since $V(\gamma) \cap V(\gamma) \neq \emptyset$, $V\left(\gamma^{\prime}\right) \cap V(\gamma)^{c} \neq \emptyset$, this is only possible if $V(\gamma) \varsubsetneqq V\left(\gamma^{\prime}\right)$. See Fig. 7. This contradicts the fact that $\gamma$ is maximal $\left(\cong V^{+}\right)$. Hence no such site $i$ exists.

We have learned that $\sigma_{i}=1$ for $i \in V(\gamma)^{c}$ adjacent to $V(\gamma)$. Hence any component of $S(V)$ intersecting $V\left(\gamma_{0}\right)$ is contained in $S(\gamma)$. [Here $\gamma_{0}$ is the outer contour for $\gamma$.] Thus the two configurations agree in $V\left(\gamma_{0}\right)$ and at sites adjacent to $V\left(\gamma_{0}\right)$. The only way that $\gamma$ could fail to be an external contour of the ground state configuration in $V^{+}$is if $\gamma_{0}$ were an internal contour. In other words, we would have $V(\gamma) \varsubsetneqq V\left(\gamma^{\prime \prime}\right)$ for some external contour $\gamma^{\prime \prime}$ favored in $V^{+}$. But as before, this


Fig. 7. The existence of a component $C$ of minus spins in the ground state configuration in $V^{+}$ demonstrates that $\gamma$ is not maximal $\left(\cong V^{+}\right)$
would imply that $\gamma^{\prime \prime}$ is favored ( + ), contradicting maximality of $\gamma$. Thus $\gamma$ is actually favored in $V^{+}$.

To complete the proof of the lemma, we have to show that if $\gamma$ is favored in $V^{+}$, then $\gamma$ is maximal $\left(\cong V^{+}\right)$. We have already shown that $\gamma$ is favored $(+)$. If $\gamma$ were not maximal ( $\left.\subseteq V^{+}\right)$, then we would have $V(\gamma) \subsetneq V(\gamma)$ with $\gamma^{\prime}$ maximal $\left(\cong V^{+}\right)$. We have just shown that $\gamma^{\prime}$ is favored in $V^{+}$. But then $\gamma$ could not be an external contour of the ground state configuration in $V^{+}$- external contours have disjoint enclosed volumes. Hence $\gamma$ must actually be maximal ( $\left.\subseteq V^{+}\right)$.

## 3. An Expansion for the Ground State Energy

This section is devoted to a definition of some random variables that depend on the magnetic fields in a local fashion, and to a proof that the ground state energy can be expanded in terms of these variables.

Define for $V \subseteq \Lambda$

$$
\begin{equation*}
H_{\min }^{+}(V)=\inf _{\sigma \mid V} H^{+}(V)+\sum_{i \in V} \frac{1}{2} h_{i} . \tag{3.1}
\end{equation*}
$$

The second term normalizes this ground state energy to zero in the case that the minimizing configuration has no contours. Next we define

$$
\begin{equation*}
E^{+}(V)=\sum_{\gamma \text { maximal }\left(\S V^{+}\right)} H_{\min }^{+}(V(\gamma)) \tag{3.2}
\end{equation*}
$$

and

$$
r_{y}= \begin{cases}0, & \text { if } \gamma \text { is not favored }(+)  \tag{3.3}\\ H_{\min }^{+}(V(\gamma))-E^{+}(V(\gamma)), & \text { otherwise }\end{cases}
$$

We have the following interpretation of $E^{+}(V)$.
Proposition 3.1. $E^{+}(V)-\sum_{i \in V} \frac{1}{2} h_{i}$ is the energy $H^{+}(V)$ of a spin configuration in $V$ with plus boundary conditions, obtained as follows. In each $V(\gamma), \gamma$ a maximal $\left(\subsetneq V^{+}\right)$ external contour, we put $\sigma=\sigma^{\min }\left(V(\gamma)^{+}\right)$, where $\sigma^{\min }\left(V(\gamma)^{+}\right)$is the ground state configuration in $V(\gamma)$ with plus boundary conditions. Elsewhere we put $\sigma=1$. As a consequence, we have

$$
\begin{equation*}
r_{\gamma} \leqq 0 \tag{3.4}
\end{equation*}
$$

Proof. We remark that the spin configuration of the proposition is well defined because volumes enclosed by maximal ( $\left.\varsubsetneqq V^{+}\right)$external contours do not intersect (Lemma 2.1). Furthermore, the maximal $\left(\varsubsetneqq V^{+}\right)$external contours do not intersect (Lemma 2.1). Hence $H^{+}(V)$ splits into a sum of $H^{+}(V(\gamma))$ 's and the energy of the spin configuration above is equal to

$$
\begin{align*}
& \quad \sum_{\gamma \text { maximal }\left(\S V^{+}\right)} \inf _{\sigma \mid V(\gamma)} H^{+}(V(\gamma))-\sum_{\substack{\left.i \in V, i \neq V(\gamma)+(\xi) \\
\text { for } \gamma \text { maximal } V^{+}\right)}} \frac{1}{2} h_{i} \\
& \quad=\sum_{\gamma \text { maximal }\left(\S V^{+}\right)} H_{\min }^{+}(V)-\sum_{i \in V} \frac{1}{2} h_{i} \\
& \quad=E^{+}(V)-\sum_{i \in V} \frac{1}{2} h_{i} . \tag{3.5}
\end{align*}
$$

We have used the definitions (3.1), (3.2).
The inequality (3.4) follows because $H_{\min }^{+}(V)-\sum_{i \in V} \frac{1}{2} h_{i}$ is the minimum energy; the energy of the configuration in the proposition must be at least as large. Hence $H_{\min }^{+}(V) \leqq E^{+}(V)$.

Proposition 3.1 allows us to interpret $r_{\gamma}$ as the amount that the energy can be lowered in $V(\gamma)$ by extending the ensemble of allowed configurations to include $\gamma$. Next we derive telescoping expansions for $H_{\min }^{+}(V), E^{+}(V)$ in terms of the $r_{\gamma}$ 's.

Proposition 3.2. The following expansions hold for $V=\Lambda$ or $V=V(\Gamma)$ with $\Gamma$ favored (+):

$$
\begin{align*}
& H_{\min }^{+}(V)=\sum_{\gamma: V(\gamma) \leqq V} r_{\gamma},  \tag{3.6}\\
& E^{+}(V)=\sum_{\gamma: V(\gamma) \varsubsetneqq V} r_{\gamma} . \tag{3.7}
\end{align*}
$$

Proof. If $V=V(\Gamma)$ with $\Gamma$ favored $(+)$, then these two statements are equivalent, by (3.3), since the two expansions differ by $r_{\Gamma}=H_{\min }^{+}(V(\Gamma))-E^{+}(V(\Gamma))$. If $\partial V$ is not favored $(+)$, then $r_{\partial V}=0$ and the expansions agree. But if $\partial V$ is not favored ( + ), then $V=\Lambda$ and maximal $\left(\varsubsetneqq V^{+}\right)$is equivalent to maximal $\left(\cong V^{+}\right)$. Hence by Lemma 2.2 the configuration of Proposition 3.1 is actually the ground state configuration in $V^{+}$. [Here we use the fact that if $\gamma$ is favored ( + ), then $\gamma$ is favored in $V(\gamma)^{+}$and so $\sigma^{\min }\left(V(\gamma)^{+}\right)=\sigma^{\min }\left(V^{+}\right) \upharpoonright V(\gamma)$.] Hence in this case $H_{\min }^{+}(V)$ $=E^{+}(V)$, and (3.6), (3.7) are equivalent in all cases. Thus it is sufficient to prove (3.7), assuming (3.6) for smaller $V$ 's. Note that if $V$ is so small that there is no favored $(+) \gamma$ with $V(\gamma) \varsubsetneqq V$, then (3.2) and (3.7) agree since there are no external contours contributing to either sum.

By (3.2) and (3.6) we have

$$
\begin{equation*}
E^{+}(V)=\sum_{\gamma \operatorname{maximal}\left(\neq V^{+}\right)} \sum_{\gamma^{\prime}: V\left(\gamma^{\prime}\right) \subseteq V(\gamma)} r_{\gamma^{\prime}} . \tag{3.8}
\end{equation*}
$$

Comparing this with (3.7), we note that every favored $(+) \gamma^{\prime}$ with $V\left(\gamma^{\prime}\right) \varsubsetneqq V$ satisfies $V\left(\gamma^{\prime}\right) \cong V(\gamma)$ for some $\gamma$ which is maximal $\left(\varsubsetneqq V^{+}\right)$. By Lemma 2.1, the external contours which are maximal $\left(\varsubsetneqq V^{+}\right)$have nonintersecting $V(\gamma)$ 's. Therefore the maximal $\left(\subsetneq V^{+}\right)$external contour $\gamma$ surrounding each favored $(+) \gamma^{\prime}$ is unique. If $\gamma^{\prime}$ is not favored ( + ), then $r_{\gamma^{\prime}}=0$ and it does not contribute. This proves (3.7) and the proposition.

We now derive a formula relating $r_{\gamma}$ to $r_{\gamma^{\prime}}$ 's with $V\left(\gamma^{\prime}\right) \subseteq V(\gamma)$. This formula will be the basis for inductive estimates on the $r_{\gamma}$ 's. Let us consider the case that $\gamma$ is favored ( + ), since otherwise $r_{\gamma}=0$.

The ground state configuration in $V(\gamma)^{+}$must have $\gamma$ as external contour [any improvement in $V(\gamma)^{+}$could be transferred to $B(\gamma)^{+}$, since $\gamma$ is favored in $\left.B(\gamma)^{+}\right]$. To see what happens inside $V(\gamma)$, look at the slightly smaller volume $\widetilde{V}(\gamma)$. Clearly $\sigma_{j}=-1$ in $V(\gamma) \backslash \tilde{V}(\gamma)$; otherwise $\gamma$ would not be the external contour of the ground state in $V(\gamma)^{+}$. Thus $\tilde{V}(\gamma)$ has minus boundary conditions. By the minus boundary condition version of Lemma 2.2, the ground state configuration in $\tilde{V}(\gamma)^{-}$has for its external contours the ones that are maximal $\left(\cong \widetilde{V}(\gamma)^{-}\right)$.

We need to perform all the constructions of this section for minus boundary conditions also. It is necessary to change $\sum_{i \in V} \frac{1}{2} h_{i}$ to $\sum_{i \in V}-\frac{1}{2} h_{i}$ in (3.1) and elsewhere. By symmetry, changing the boundary condition is equivalent to reversing the sign of the $h_{i}$ 's. Thus we have instead of the definition (3.3) an equality

$$
r_{\gamma}(-h)= \begin{cases}0, & \text { if } \gamma \text { is not favored }(-)  \tag{3.9}\\ H_{\min }^{-}(V(\gamma))-E^{-}(V(\gamma)), & \text { otherwise }\end{cases}
$$

Here $h$ is understood to represent all the $h_{i}$ 's on which $r_{\gamma}$ depends.
Having described the ground state in $V(\gamma)$, we have the following formula for the ground state energy:

$$
\begin{align*}
\inf _{\sigma \mid V(\gamma)} H^{+}(V(\gamma)) & =|\gamma|+\sum_{\substack{i \in V(\gamma), i \notin V\left(\gamma^{\prime}\right) \\
\text { for } \gamma^{\prime} \operatorname{maximal}\left(\subseteq \underline{\varrho}(\gamma)^{-}\right)}} \frac{1}{2} h_{i}+\sum_{\gamma^{\prime} \operatorname{maximal}\left(\leqq \tilde{\underline{V}}(\gamma)^{-}\right)} \inf _{\sigma \mid V\left(\gamma^{\prime}\right)} H^{-}\left(V\left(\gamma^{\prime}\right)\right) \\
& =|\gamma|+\sum_{i \in V(\gamma)} \frac{1}{2} h_{i}+\sum_{\gamma^{\prime} \operatorname{maximal}\left(\subseteq \tilde{\subseteq}(\gamma)^{-}\right)} H_{\min }^{-}\left(V\left(\gamma^{\prime}\right)\right) \tag{3.10}
\end{align*}
$$

We have used Lemma 2.1 to conclude that the maximal $\left(\subseteq \tilde{V}(\gamma)^{-}\right)$external contours are nonintersecting and have nonintersecting enclosed volumes. From (3.10) we obtain

$$
\begin{equation*}
H_{\min }^{+}(V(\gamma))=|\gamma|+\sum_{i \in V(\gamma)} h_{i}+\sum_{\gamma^{\prime} \text { maximal }\left(\subseteq \underline{\tilde{V}}(\gamma)^{-}\right)} H_{\min }^{-}\left(V\left(\gamma^{\prime}\right)\right) . \tag{3.11}
\end{equation*}
$$

Applying Proposition 3.2 and (3.3), we obtain

$$
r_{\gamma}(h)=\left\{\begin{array}{l}
0, \text { if } \gamma \text { is not favored }(+),  \tag{3.12}\\
|\gamma|+\sum_{i \in V(\gamma)} h_{i}+\sum_{\gamma^{\prime}: V\left(\gamma^{\prime}\right) \subseteq \tilde{V}(\gamma)} r_{\gamma^{\prime}}(-h)-\sum_{\gamma^{\prime}: V\left(\gamma^{\prime}\right) \subsetneq V(\gamma)} r_{\gamma^{\prime}}(h), \\
\text { if } \gamma \text { is favored }(+)
\end{array}\right.
$$

Notice that we have almost a sum of symmetrized random variables $r_{\gamma^{\prime}}(h)-r_{\gamma^{\prime}}(-h)$. Since these variables have mean zero, like the $h_{i}$ 's it should be unlikely for them to exceed $|\gamma|$ in magnitude (the Imry-Ma argument). As this is clearly a necessary condition for $r_{\gamma}<0$, we see that $r_{\gamma}$ is usually zero. This is essentially how our argument goes. However, we need to work with aggregates of the $r_{\gamma}$ 's to obtain good estimates.

Define
$r_{k a, w, v, x}=\left\{\begin{array}{ll}\sum_{\gamma \rightarrow B_{k}, x:|\gamma| \in[a, 2 a),} r_{\gamma}, & \text { if the number of such favored }(+) \gamma \text { is in }[v, 2 v), \\ |V(\gamma)| \in[w, 2 w)\end{array}, \quad\right.$ otherwise,,$~$

$$
\begin{equation*}
\delta r_{k, a, w, v, x}(h)=r_{k, a, w, v, x}(h)-r_{k, a, w, v, x}(-h) \tag{3.14}
\end{equation*}
$$

Here $a=2^{m}, w=2^{l}, v=2^{p}$ for some $m, l, p \in \mathbb{Z}$. Now we define

$$
c_{\gamma}(h)= \begin{cases}0, & \text { if } \gamma \text { is not favored }(+)  \tag{3.15}\\ |\gamma|+\sum_{i \in V(\gamma)} h_{i}-\sum_{k, a, w, v, x}^{*} \delta r_{k, a, w, v, x}(h), & \text { if } \gamma \text { is favored }(+)\end{cases}
$$

The star indicates the following restrictions: $w<2^{3\left(N(\gamma)-N_{0}\right)}, k \leqq k(\gamma)$, and $\left|B_{k, x} \backslash V(\gamma)\right|<w$. We define, in analogy with (3.13)

$$
c_{k, a, w, v, x}(h)=\left\{\begin{array}{l}
\sum_{\gamma \rightarrow B_{k, x}:|y| \in[a, 2 a),|V(\gamma)| \in[w, 2 w)} c_{\gamma}(h),  \tag{3.16}\\
\text { if the number of such favored }(+) \gamma \text { is in }[v, 2 v), \\
0, \quad \text { otherwise } .
\end{array}\right.
$$

The following proposition shows that $c_{\gamma}(h)$ is a useful approximation to $r_{\gamma}(h)$.
Proposition 3.3. If $\gamma$ is favored $(+)$, then

$$
\begin{equation*}
r_{\gamma}(h)=c_{\gamma}(h)-\sum_{\gamma^{\prime}: V\left(\gamma^{\prime} \varsubsetneqq V(\gamma)\right.}^{* c} r_{\gamma^{\prime}}(h) . \tag{3.17}
\end{equation*}
$$

Here $* \mathrm{c}$ indicates the complementary restrictions:

$$
\left|V\left(\gamma^{\prime}\right)\right| \geqq 2^{3\left(N(\gamma)-N_{0}\right)} \quad \text { or } \quad\left|B\left(\gamma^{\prime}\right) \backslash V(\gamma)\right| \geqq w\left(\gamma^{\prime}\right) .
$$

Here $w\left(\gamma^{\prime}\right)$ is defined by $\left|V\left(\gamma^{\prime}\right)\right| \in\left[w\left(\gamma^{\prime}\right), 2 w\left(\gamma^{\prime}\right)\right)$. As a consequence, we have

$$
\begin{gather*}
c_{\gamma}(h) \leqq r_{\gamma}(h) \leqq 0,  \tag{3.18}\\
c_{k, a, w, v, x}(h) \leqq r_{k, a, w, v, x}(h) \leqq 0 .
\end{gather*}
$$

Proof. Consider the terms $r_{\gamma^{\prime}}(h)$ that should appear in (3.12): all $\gamma^{\prime}$ with $V\left(\gamma^{\prime}\right) \subsetneq V(\gamma)$. Clearly exactly one of the following conditions are satisfied:

$$
\left|V\left(\gamma^{\prime}\right)\right| \in[w, 2 w) \quad \text { with } \quad w<2^{3\left(N(\gamma)-N_{0}\right)} ; \quad\left|V\left(\gamma^{\prime}\right)\right| \geqq 2^{3\left(N(\gamma)-N_{0}\right)} .
$$

By Lemma 2.1 if $\gamma^{\prime}$ is favored $(+)$, then either $V\left(\gamma^{\prime}\right) \subset V(\gamma)$ or $V\left(\gamma^{\prime}\right) \subset V(\gamma)^{c}$. Since no external contours $\gamma^{\prime}$ with $V\left(\gamma^{\prime}\right) \subset V(\gamma)^{c}$ and $\left|V\left(\gamma^{\prime}\right)\right| \in[w, 2 w)$ can belong to $B_{k, x}$ 's contributing to (3.15), all $\gamma^{\prime}$ contributing to (3.15) satisfy $V\left(\gamma^{\prime}\right) \subseteq V(\gamma)$. Furthermore, if $V\left(\gamma^{\prime}\right)=V(\gamma)$, then $\gamma^{\prime}=\gamma$ so that

$$
\begin{equation*}
w \geqq w^{2 / 3} \geqq c|V(\gamma)|^{2 / 3}|\gamma|^{-2}|\gamma|^{2} \geqq c\left(\frac{|V(\gamma)|}{|\gamma|}\right)^{2} \geqq 2^{3\left(N(\gamma)-N_{0}\right)} \tag{3.19}
\end{equation*}
$$

[We have used the elementary inequality $|\gamma| \geqq 6|V(\gamma)|^{2 / 3}$.] Thus $\gamma^{\prime}=\gamma$ does not occur in (3.15); all $\gamma^{\prime}$ contributing to (3.15) satisfy $V\left(\gamma^{\prime}\right) \varsubsetneqq V(\gamma)$. With this condition satisfied, we have $k(\gamma) \leqq k(\gamma)$ automatically, and we need only notice that the conditions on $B\left(\gamma^{\prime}\right)$ in (3.15) and (3.17) are complementary. Thus we have shown that each $\gamma^{\prime}$ contributing to (3.12) contributes to exactly one of the sums in (3.15), (3.17).

Next we consider the terms $r_{\gamma^{\prime}}(-h)$ that should appear in (3.12): all $\gamma^{\prime}$ with $V\left(\gamma^{\prime}\right) \subseteq \tilde{V}(\gamma)$. All nonzero terms should appear in (3.15) as there are no others in (3.17). Any outer contour $\gamma_{0}$ in the ground state in $\tilde{V}(\gamma)^{-}$with $\operatorname{dist}\left(B\left(\gamma_{0}\right), \gamma\right) \leqq 2^{k\left(\gamma_{0}\right)+3}$ would have been joined with $\gamma$, by our construction of external contours. [We are assuming that $\gamma$ is favored $(+)$; this implies that it is favored in $V(\gamma)^{+}$.] Hence we can assume there are no such outer contours in the ground state in $\widetilde{V}(\gamma)^{-}$. By Lemma 2.2 there are no such maximal ( $\left.\subseteq \widetilde{V}(\gamma)^{-}\right)$ external contours. The existence of any favored ( - ) external contour $\gamma_{0}$ with $\operatorname{dist}\left(B\left(\gamma_{0}\right), \gamma\right) \leqq 2^{k\left(\gamma_{0}\right)+3}$ would imply the existence of a maximal $\left(\cong \tilde{V}(\gamma)^{-}\right)$contour even closer to $\gamma$. Hence there are no such favored (-) external contours. Thus the
limitation on $B_{k, x}$ in (3.15) does not remove desired $r_{\gamma^{\prime}}(-h)$ terms; all $\gamma^{\prime}$ contributing to (3.12) belong to a $B_{k, x} \cong V(\gamma)$.

In an analogous fashion we show that the limitation $w<2^{3\left(N(\gamma)-N_{0}\right)}$ in (3.15) does not remove desired $r_{\gamma^{\prime}}(-h)$ terms. Any outer contour $\gamma_{0}$ in the ground state in $\tilde{V}(\gamma)^{-}$with $\left|\gamma_{0}\right| \geqq 2^{2\left(N(\gamma)-N_{0}\right)}$ would have been joined with $\gamma$. Hence there are no such outer contours in the ground state in $\widetilde{V}(\gamma)^{-}$. If $\gamma^{\prime}$ is favored $(-), V\left(\gamma^{\prime}\right) \subseteq \widetilde{V}(\gamma)$, $\left|V\left(\gamma^{\prime}\right)\right| \in[w, 2 w)$, then

$$
\begin{equation*}
w \leqq\left|V\left(\gamma^{\prime}\right)\right| \leqq\left|V\left(\gamma_{0}\right)\right| \leqq\left|\gamma_{0}\right|^{3 / 2}<2^{3\left(N(\gamma)-N_{0}\right)} \tag{3.20}
\end{equation*}
$$

where $\gamma_{0}$ is the outer contour of the maximal $\left(\cong \tilde{V}(\gamma)^{-}\right)$external contour enclosing $\gamma^{\prime}$. [We have again used Lemma 2.2 to deduce that $\gamma_{0}$ is in the ground state in $\widetilde{V}(\gamma)^{-}$.] Thus all $\gamma^{\prime}$ contributing to (3.12) are included in (3.15).

Lastly, we need to show that every $r_{\gamma^{\prime}}(-h)$ contributing to (3.15) is present in (3.12) also, i.e. we must show that $V\left(\gamma^{\prime}\right) \subseteq \tilde{V}(\gamma)$. We need the following lemma, similar to ones used to prove Lemmas 2.1 and 2.2.

Lemma 3.4. Let $S_{2}$ be the set of plus spins in the ground state configuration in $V_{2}^{+}$, and let $S_{1} \subset V_{2}$ be the set of plus spins in the ground state configuration in $S_{1}^{-}$. Then $S_{1} \subset S_{2}$.

Proof. We could prove the lemma directly, but it is simpler to reduce to the situation considered in the proof of Lemma 2.1. First change all signs, so that $h \rightarrow-h, S_{2}$ is the set of minus spins in the ground state in $V_{2}^{-}$, and $S_{1}$ is the set of minus spins in the ground state in $S_{1}^{+}$. Next define

$$
\bar{V}_{2}=V_{2} \cup\left\{i: i \text { has a nearest neighbor in } V_{2}\right\}
$$

and put $h_{i}=-\infty$ in $\bar{V}_{2} \backslash V_{2}$. This enforces $\sigma_{i}=-1$ in $\bar{V}_{2} \backslash V_{2}$, so that $S_{2} \cup\left(\bar{V}_{2} \backslash V_{2}\right)$ is the set of minus spins in the ground state in $\bar{V}^{+}$. (Actually it is a ground state maximizing, rather than minimizing, the number of minus spins.) The argument in the proof of Lemma 2.2 shows that the configuration $S_{1} \cup S_{2} \cup\left(\bar{V}_{2} \backslash V_{2}\right)$ has an energy less than the energy of $S_{2} \cup\left(\bar{V}_{2} \backslash V_{2}\right)$, unless $S_{1} \subset S_{2}$. As $S_{2} \cup\left(\bar{V}_{2} \backslash V_{2}\right)$ is the ground state, this cannot happen, and we have $S_{1} \subset S_{2}$.

In the situation at hand, we take $V_{2}=B(\gamma) \cap \Lambda$ and $S_{1}$ to be the set of plus spins in the ground state in $V(\gamma)^{-}$. This of course implies that $S_{1}$ is the set of plus spins in the ground state in $S_{1}^{-}$. Since $V\left(\gamma^{\prime}\right) \not \subset V(\gamma)^{c}$ and $k\left(\gamma^{\prime}\right) \leqq k(\gamma)$, we have that $V\left(\gamma^{\prime}\right) \subset B(\gamma)$. Furthermore, $V\left(\gamma^{\prime}\right)$ is always contained in $\Lambda$, so we have $S_{1} \subset V_{2}$ and the lemma


Fig. 8. Sites in the shaded region are in $S_{1}$ and in $S_{2}^{c}$. Hence $\gamma^{\prime}, \gamma$ are as pictured on the right
applies. Suppose that $V\left(\gamma^{\prime}\right) \not \subset \tilde{V}(\gamma)$. We have also $V\left(\gamma^{\prime}\right) \not \subset V(\gamma)^{c}$, and in addition $V(\gamma) \not \subset V\left(\gamma^{\prime}\right)$ because otherwise we would have $w\left(\gamma^{\prime}\right) \geqq 2^{3\left(N(\gamma)-N_{0}\right)}$ as in (3.19). Therefore there is at least one site in $V(\gamma) \cap V(\gamma)$ that is adjacent to $V(\gamma)^{c}$ and to $V\left(\gamma^{\prime}\right)^{c}$ (see Fig. 8). Being adjacent to $V(\gamma)^{c}$ means it is in $S_{1}$, and being adjacent to $V(\gamma)^{c}$ means it is in $S_{2}^{c}$. This contradicts Lemma 3.4, which says that $S_{1} \subset S_{2}$. Hence $V\left(\gamma^{\prime}\right) \cong \tilde{V}(\gamma)$.

This completes the proof of (3.17). The inequalities (3.18) follow immediately, because $r_{\gamma^{\prime}}(h) \leqq 0$.

## 4. Probability Estimates for the Induction Step

In this section we formulate an induction hypothesis on the distribution of the random variables $c_{k, a, w, v, x}(h)$. This is used to estimate the distribution of sums of random variables $\delta r_{k, a, w, v, x}(h)$. Finally we verify the induction hypothesis, assuming some entropy estimates from Sect. 5.
Proposition 4.1. Let

$$
N(a, w) \equiv 2+\left[\frac{2}{3} \log _{2} \frac{w}{a}\right]<\bar{N} .
$$

There exists a constant $c_{0}>0$ such that for any $R \geqq 0$,

$$
\begin{equation*}
\operatorname{Pr}\left(c_{k, a, w, v, x}(h)<-R\right) \leqq \exp \left\{-\frac{(v a+R)^{2}}{\varepsilon^{2} v w} \exp \left[-c_{0}(\log N(a, w))^{2}\right]\right\} \tag{4.1}
\end{equation*}
$$

We will work using an induction on $\bar{N}$. Note that by (3.18), the estimate (4.1) holds for $r_{k, a, w, v, x}(h)$ and for $\delta r_{k, a, w, v, x}(h)$; we have

$$
\begin{equation*}
c_{k, a, w, v, x}(h) \leqq r_{k, a, w, v, x}(h) \leqq \delta r_{k, a, w, v, x}(h) \tag{4.2}
\end{equation*}
$$

Furthermore, since $\delta r_{k, a, w, v, x}(h)$ is symmetric, we have the same estimate for the probability that $\delta r_{k, a, w, v, x}(h)>R$.

Let $x_{i} \in 2^{k} \mathbb{Z}^{3}, i=1, \ldots, n$ be such that $\left|x_{i}-x_{i^{\prime}}\right| \geqq 2^{k+3}$ for all $i \neq i^{\prime}$. Then since $r_{\gamma}$ depends only on $h \upharpoonright B(\gamma)$, and since $B_{k, x_{i}} \cap B_{k, x_{i}}=\emptyset$, the $\delta r_{k, a, w, v, x_{i}}(h)$ 's are independent random variables. In order to estimate the probability distribution of $\sum_{i=1}^{n} \delta r_{k, a, w, v, x_{i}}$, we work with the moment generating functional for $\delta r_{k, a, w, v, x_{i}}$ Define

$$
\begin{equation*}
f_{i}(s)=\int e^{s y} \lambda_{i}(y) d y \tag{4.3}
\end{equation*}
$$

where $\lambda_{i}(y)$ is the probability density for $\delta r_{k, a, w, v, x_{i}}$, that is,

$$
\begin{equation*}
\int_{R_{1}^{+}}^{R_{2}^{-}} \lambda_{i}(y) d y=\operatorname{Pr}\left(\delta r_{k, a, w, v, x_{t}} \in\left(R_{1}, R_{2}\right)\right) . \tag{4.4}
\end{equation*}
$$

The above-mentioned estimates on $\delta r_{k, a, w, v, x_{i}}$ imply that

$$
\begin{align*}
\operatorname{Pr}\left(\delta r_{k, a, w, v, x_{i}} \neq 0\right) & \leqq 2 \exp \left\{-\frac{v a^{2}}{\varepsilon^{2} w} \exp \left[-c_{0}(\log N(a, w))^{2}\right]\right\} \\
& \leqq \exp \left(-\frac{\bar{c}}{\varepsilon^{2}} 2^{k / 2}\right) \ll 1 \tag{4.5}
\end{align*}
$$

We use $\bar{c}$ to denote constants that may depend on $c_{0}$. All other constants $N_{0}, c, c_{1}, \ldots$ can be chosen independently of $c_{0}$. The second inequality follows from

$$
\begin{gather*}
\frac{a^{2}}{w} \geqq \frac{c|\gamma|^{2}}{|V(\gamma)|} \geqq c \operatorname{diam}(\gamma) \geqq c 2^{k},  \tag{4.6}\\
N(a, w) \leqq \log _{2} \frac{w}{a}+c \leqq \log _{2} \operatorname{diam}(\gamma)+c \leqq k+c . \tag{4.7}
\end{gather*}
$$

We prove (4.6) by noting that the maximum $|V(\gamma)|$, given $|\gamma|$ and $\operatorname{diam}(\gamma)$, is achieved at a cylinder-like shape with $|V(\gamma)| \approx L^{2} \operatorname{diam}(\gamma), L$ being approximately the radius of the cylinder. We have $|\gamma| \geqq c L \operatorname{diam}(\gamma)$ so that $|\gamma|^{2} /|V(\gamma)| \geqq c \operatorname{diam}(\gamma)$. For (4.7) we need only note that $|V(\gamma)| \leqq|\gamma| \operatorname{diam}(\gamma)$.

From (4.5) we see that $\lambda_{i}(y)$ is dominated by a delta function at $y=0$, hence the need to be careful about endpoints in (4.4).

For convenience we define

$$
\begin{equation*}
B=B(v, a, w)=\varepsilon^{2} v w \exp \left[c_{0}(\log N(a, w))^{2}\right] . \tag{4.8}
\end{equation*}
$$

Lemma 4.2. Let $s$ be real. For $|s| \leqq 2 v a / B$,

$$
\begin{equation*}
\left|f_{i}(s)\right| \leqq 1+e^{-(v a)^{2} / 2 B} \tag{4.9}
\end{equation*}
$$

and for any $s$,

$$
\begin{equation*}
\left|f_{i}(s)\right| \leqq \exp \left(s^{2} B / 4\right) \tag{4.10}
\end{equation*}
$$

Proof. By symmetry, we can take $s \geqq 0$. If $s \leqq 2 v a / B$, then

$$
\begin{aligned}
\left|f_{i}(s)-1\right| & =\int_{-\infty}^{\infty}\left(e^{s y}-1\right) \lambda_{i}(y) d y \\
& \leqq 2 \int_{0^{+}}^{\infty}\left(e^{2 v a y / B}-1\right) \lambda_{i}(y) d y \\
& \leqq \frac{4 v a}{B} \int_{0}^{\infty} e^{2 v a y / B} \Lambda_{i}(y) d y
\end{aligned}
$$

by integration by parts, where

$$
\begin{equation*}
\Lambda_{i}(y)=\int_{y^{+}}^{\infty} \lambda_{i}\left(y^{\prime}\right) d y^{\prime}=\operatorname{Pr}\left(\delta r_{k, a, w, v, x_{i}}>y\right) \tag{4.11}
\end{equation*}
$$

Hence we have

$$
\begin{align*}
\left|f_{i}(s)-1\right| & \leqq \frac{4 v a}{B} \int_{0}^{\infty} e^{2 v a y / B} e^{-(y+v a)^{2} / B} d y \\
& \leqq e^{-(v a)^{2} / B} \frac{4 v a}{B} \int_{0}^{\infty} e^{-y^{2} / B} d y \\
& \leqq e^{-(v a)^{2} / B} \frac{c v a}{B^{1 / 2}} \leqq e^{-(v a)^{2} / 2 B} \tag{4.12}
\end{align*}
$$

The last inequality holds because by (4.5), $a^{2} / B \gg 1$. This proves (4.9).

The bound (4.12) extends immediately to complex $s,|s| \leqq 2 v a / B$. Hence Cauchy's theorem implies that

$$
\begin{equation*}
\left|f_{i}^{\prime \prime}(s)\right| \leqq c\left(\frac{B}{v a}\right)^{2} e^{-(v a)^{2} / 2 B}, \quad|s| \leqq v a / B \tag{4.13}
\end{equation*}
$$

Furthermore we have $f_{i}(0)=1$, and by symmetry $f_{i}^{\prime}(0)=0$. Hence for $s \leqq v a / B$,

$$
\begin{equation*}
f_{i}(s) \leqq 1+c s^{2}\left(\frac{B}{v a}\right)^{2} e^{-(v a)^{2} / 2 B} \leqq e^{s^{2} B / 4} \tag{4.14}
\end{equation*}
$$

provided

$$
c \frac{B}{(v a)^{2}} e^{-(v a)^{2} / 2 B} \leqq 1
$$

But this is true because $a^{2} / B \gtrdot 1$. This proves (4.10) for $|s| \leqq v a / B$.
Next consider $s>v a / B$. We have

$$
\begin{align*}
f_{i}(s) & \leqq 1+2 s \int_{0}^{\infty} e^{s y} \Lambda_{i}(y) d y \\
& \leqq 1+2 s \int_{0}^{\infty} e^{s y} e^{-(y+v a)^{2} / B} d y \\
& \leqq 1+2 s \int_{0}^{\infty} e^{s^{2} B / 4} e^{-s v a} e^{-(y-s B / 2+v a)^{2} / B} d y \\
& \leqq 1+c s B^{1 / 2} e^{-s v a} e^{s^{2} B / 4} \leqq 1+e^{-(v a)^{2} / 2 B} e^{s^{2} B / 4} \tag{4.15}
\end{align*}
$$

We have used $a \geqq 1$, and

$$
\begin{equation*}
B \leqq v 2^{3 k} \exp \left[c_{0}(\log N(a, w))^{2}\right] \leqq \bar{c} v 2^{(3+\eta) k} \leqq\left((v a)^{2} / B\right)^{8} \tag{4.16}
\end{equation*}
$$

which follows from (4.7), (4.5). (Here $\eta$ is a fixed small positive number, say $\eta=1 / 4$.) Now the right-hand side of (4.15) is bounded by $e^{s^{2} B / 4}$, since

$$
\begin{equation*}
e^{s^{2} B / 4}\left(1-e^{-(v a)^{2} / 2 B}\right) \geqq \exp \left[\frac{(v a)^{2}}{4 B}-2 e^{-(v a)^{2} / 2 B}\right] \geqq 1 \tag{4.17}
\end{equation*}
$$

This completes the proof.
Lemma 4.2 gives us the information we need to estimate the distribution of sums of $\delta r_{k, a, w, v, x}(h)$ 's. The bound (4.9) gives rise to an exponentially decaying distribution, while (4.10) yields a Gaussian falloff which is better for large values of the sum. These two behaviors reflect corresponding behaviors in (4.1): Exponential for small $R$, Gaussian for large $R$. There is a third domain of very rapid, Gaussian falloff for the distributions of sums of $\delta r_{k, a, w, v, x}(h)$ 's for very small values of the sum. This behavior (reflecting the central limit theorem for these random variables) arises from an improvement of the bound in (4.9) to $\exp \left[s^{2} \exp \left(-\bar{c} 2^{k / 2} / \varepsilon^{2}\right)\right]$, see (4.14). However, we prove in the following lemma only what will be needed for the induction step.

Lemma 4.3. If $x_{i} \in 2^{k} \mathbb{Z}^{3},\left|x_{i}-x_{i^{\prime}}\right| \geqq 2^{k+3}$, then for $R \geqq 0$,

$$
\begin{gather*}
\operatorname{Pr}\left(\sum_{i=1}^{n} \delta r_{k, a, w, v, x_{i}}(h)<-R\right) \leqq \exp \left[-R^{2} /(n B)\right]  \tag{4.18}\\
\operatorname{Pr}\left(\sum_{i=1}^{n} \delta r_{k, a, w, v, x_{i}}(h)<-R\right) \leqq \exp \left[n e^{-(v a)^{2} / 2 B}-\frac{2 v a}{B} R\right] . \tag{4.19}
\end{gather*}
$$

Proof. Let $F(s)$ denote the moment generating functional as in (4.3) for $\lambda_{F}$, the density for $\sum \delta r_{k, a, w, v, x_{i}}(h)$. As these are independent random variables, this density is a convolution of $\lambda_{i}(y)$ 's, so by Lemma 4.2,

$$
F(s)=\prod_{i=1}^{n} f_{i}(s) \leqq \begin{cases}\left.\exp n e^{-(v a)^{2} / 2 B}\right], & |s| \leqq 2 v a / B  \tag{4.20}\\ \exp \left(n s^{2} B / 4\right), & \text { any } s\end{cases}
$$

This yields

$$
\begin{aligned}
\operatorname{Pr}\left(\sum_{i=1}^{n} \delta r_{k, a, w, v, x_{i}}(h)<-R\right) & =\int_{-\infty}^{-R^{-}} \lambda_{F}(y) d y \\
& \leqq e^{-s R} \int_{-\infty}^{-R^{-}} e^{-s y} \lambda_{F}(y) d y \leqq e^{-s R} F(-s)
\end{aligned}
$$

Putting $s=2 v a / B$ and using the first bound in (4.20), we obtain (4.19). If we take $s=2 R /(n B)$ and use the second bound in (4.20), we obtain (4.18).
Corollary 4.4. There is a constant $c_{1}>0$ such that for arbitrary $\left\{x_{i}\right\}$ and $R \geqq 0$,

$$
\begin{gather*}
\operatorname{Pr}\left(\sum_{i=1}^{n} \delta r_{k, a, w, v, x_{i}}(h)<-R\right) \\
\leqq c_{1} \exp \left[\frac{-R^{2}}{c_{1} \varepsilon^{2} n v w} \exp \left[-c_{0}(\log N(a, w))^{2}\right]\right],  \tag{4.21}\\
\operatorname{Pr}\left(\sum_{i=1}^{n} \delta r_{k, a, w, v, x_{i}}(h)<-R\right) \leqq c_{1} \exp \left[n e^{-\overline{c^{2} / 2 / / \varepsilon^{2}}}-\frac{a}{\bar{c} \varepsilon^{2} w} 2^{-\eta k} R\right] . \tag{4.22}
\end{gather*}
$$

The same estimates hold for $\operatorname{Pr}\left(\sum \delta r_{k, a, w, v, x_{i}}(h)>R\right)$.
Proof. The sites $\left\{x_{i}\right\}$ can be divided into at most $8^{3}$ subsets, each of which satisfies the condition in Lemma 4.3. In order for the event $\sum_{i=1}^{n} \delta r_{k, a, w, v, x_{i}}(h)<-R$ to hold, at least one subset $S$ must satisfy $\sum_{i \in S} \delta r_{k, a, w, v, x_{i}}(h)<-R / 8^{3}$. Each subset satisfies $|S| \leqq n / 8^{3}$, hence by Lemma 4.3 the probability is bounded as in (4.21), with $c_{1}=8^{3}$. Similarly, (4.22) follows using (4.5) and

$$
\begin{equation*}
\frac{v a}{B}=\frac{v a}{\varepsilon^{2} w} \exp \left[-c_{0}(\log N(a, w))^{2}\right] \geqq \frac{a}{\bar{c} \varepsilon^{2} w} 2^{-\eta k} . \tag{4.23}
\end{equation*}
$$

The other estimates hold by symmetry.

Lemma 4.5. There is a $c_{2}>0$ such that for any $R \geqq 0$,

$$
\begin{equation*}
\operatorname{Pr}\left(\sum_{i=1}^{n} h_{i}<-R\right) \leqq \exp \left(-\frac{R^{2}}{c_{2} n \varepsilon^{2}}\right) \tag{4.24}
\end{equation*}
$$

and similarly for $\operatorname{Pr}\left(\sum_{i=1}^{n} h_{i}>R\right)$.
Proof. As we have chosen a Gaussian distribution for each $h_{i}$, the sum has probability density $\left(2 \pi n \varepsilon^{2}\right)^{-1 / 2} \exp \left(-y^{2} /\left(2 n \varepsilon^{2}\right)\right)$, and (4.24) follows easily.

Let us now consider a particular random variable $c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)$. From (3.16), (3.15) we see that for each $k, a, w, v$ there is a certain subset of $2^{k} \mathbb{Z}^{3} \cap B_{\bar{k}, \bar{x}}$ of sites $x$ with $\delta r_{k, a, w, v, x}$ contributing to $c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}$. Denote this subset by $V_{k, w}(\bar{\gamma})$, where $\bar{\gamma}=\left\{\gamma_{i}\right\}$ is the collection of favored $(+)$ external contours $\gamma_{i} \rightarrow B_{k, x}$ with $\left|\gamma_{i}\right| \in[a, 2 a)$, $\left|V\left(\gamma_{i}\right)\right| \in[w, 2 w)$. [These are just the $\gamma$ 's contributing to (3.16).] We have

$$
V_{k, w}(\bar{\gamma})=\bigcup_{\gamma \in \bar{\gamma}} V_{k, w}(\gamma),
$$

where $V_{k, w}(\gamma)$ is the set of all $x$ such that $\left|B_{k, x} \backslash V(\gamma)\right|<w$. Let us define also $V(\bar{\gamma})$ $=\bigcup_{\gamma \in \gamma} V(\gamma)$. Note that $w \leqq 2^{3 k}=\left|B_{k, x}\right| / 8^{3}$, so that an $x$ can satisfy this condition for at most one $\gamma \in \bar{\gamma}$; there is no overlap of $\delta r$ 's contributing to different $c_{\gamma}$ 's in (3.16).

The subset $V_{k, w}(\gamma)$ is a generalization of the notion of coarse-grained contours introduced in [14]. If we put $w=\left|B_{k, x}\right| / 2$, then $V_{k, w}(\gamma)$ would be essentially the same as the volume enclosed by $\gamma$ after coarse-graining as in [14] on the scale $2^{k+3}$. For smaller $w$, more of the structure of $\gamma$ is preserved in $V_{k, w}(\gamma)$. The corresponding increase in entropy will be balanced by improved probability estimates for small $w$.

It is not sufficient to apply Corollary 4.4 to the $V_{k, w}(\bar{\gamma})$ 's introduced above; some additional coarse-graining is needed. For this we use the same procedure as in [14], rescaled to $2^{k} \mathbb{Z}^{3}$. Specifically we introduce

$$
\begin{align*}
V_{k, w, j}(\bar{\gamma}) & =\bigcup_{\gamma \in \bar{\gamma}} V_{k, w, j}(\gamma) \\
V_{k, w, j}(\gamma) & =\bigcup_{y \in W_{k, w, j}(\gamma)} c_{k, j}(y),  \tag{4.25}\\
W_{k, w, j}(\gamma) & =\left\{y \in 2^{k+j} \mathbb{Z}^{3}:\left|c_{k, j}(y) \cap V_{k, w}(\gamma)\right|>\frac{1}{2} 2^{3 j}\right\} .
\end{align*}
$$

Here $c_{k, j}(y)$ is the cube consisting of all sites $x \in 2^{k} \mathbb{Z}^{3}$ with

$$
x_{\mu} \in\left[y_{\mu}-\frac{1}{2} 2^{k+j}, y_{\mu}+\frac{1}{2} 2^{k+j}\right), \quad \mu=1,2,3 .
$$

To handle the field terms, we introduce

$$
\begin{aligned}
V_{j}(\tilde{\gamma}) & =\bigcup_{\gamma \in \bar{\gamma}} V_{j}(\gamma) \\
V_{j}(\gamma) & =\bigcup_{y \in W_{j}(\gamma)} c_{0, j}(y), \\
W_{j}(\gamma) & =\left\{y \in 2^{j} \mathbb{Z}^{3}:\left|c_{0, j}(y) \cap V(\gamma)\right|>\frac{1}{2} 2^{3 j}\right\} .
\end{aligned}
$$

Note that $V_{k, w, 0}(\bar{\gamma})=V_{k, w}(\bar{\gamma}), V_{0}(\bar{\gamma})=V(\bar{\gamma})$. Also the sets $V_{k, w, j}(\gamma), \gamma \in \bar{\gamma}$ are nonoverlapping, as are the sets $V_{j}(\gamma), \gamma \in \bar{\gamma}$.

These definitions lead to the following expansion for $c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)$. The collection of favored $(+)$ external contours $\bar{\gamma}$ is determined by $\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}$, and $h$. If $|\bar{\gamma}| \notin[\bar{v}, 2 \bar{v})$, then $c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)=0$. Otherwise, we have

$$
\begin{align*}
& c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)=\sum_{\gamma \in \overline{\bar{\gamma}}}|\gamma|+\sum_{j=1}^{N(\bar{a}, \bar{w})}\left[\sum_{i \in V_{j-1}(\bar{\gamma}) \backslash V_{j(\bar{\gamma})}} h_{i}-\sum_{i \in V_{j}(\bar{y}) \backslash V_{j-1}(\bar{\gamma})} h_{i}\right] \\
& +\sum_{i \in V} \sum_{N(\bar{a}, \bar{w})(\bar{\gamma})} h_{i}+\sum_{k \leqq \bar{k}} \sum_{w<\max _{\gamma \in \bar{\gamma}} \sum^{3\left(N(\gamma)-N_{0}\right)}} \\
& \cdot \sum_{a, v}\left\{\sum _ { j = 1 } ^ { N ( \overline { a } , \overline { w } ) - 3 k } \left[\sum_{x \in \boldsymbol{V}_{k, w}, \jmath(\bar{\gamma}) \backslash V_{k, w, j-1}(\bar{\gamma})} \delta r_{k, a, w, v, x}(h)\right.\right. \\
& \left.\left.-\sum_{x \in V_{k, w, j-1}(\bar{\gamma}) \backslash V_{k, w, j}(\bar{\gamma})} \delta r_{k, a, w, v, x}(h)\right]-\sum_{x \in V_{k, w}, N(\bar{a}, \bar{w})-3 k(\bar{\gamma})} \delta r_{k, a, w, v, x}(h)\right\} \\
& \equiv A+\sum_{j=1}^{N(\bar{a}, \bar{w})}\left[H_{j}^{+}-H_{j}^{-}\right]+H_{N}+\sum_{k, w, a, v}\left\{\sum_{j=1}^{N(\bar{a}, \bar{w})-3 k}\left[\Delta_{j}^{+}-\Delta_{j}^{-}\right]-\Delta_{N}\right\} . \tag{4.26}
\end{align*}
$$

In the last line we have defined $A, H_{j}^{ \pm}, H_{N}, \Delta_{j}^{ \pm}, \Delta_{N}$ by the corresponding expressions above. If $N(\bar{a}, \bar{w})-3 k<1$, then we define $\Delta_{N}$ to be the whole sum,

$$
\Delta_{N}=\sum_{x \in V_{k, w}(\bar{\gamma})} \delta r_{k, a, w, v, x}(h), \quad \Delta_{j}^{+}=\Delta_{j}^{-}=0
$$

The following lemma will be extremely important in controlling the deterioration of our main estimate (Proposition 4.1) as the size of contours increases.

Lemma 4.6. All pairs ( $a, w$ ) contributing to $c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)$ in (4.25) satisfy

$$
\begin{equation*}
N(a, w) \leqq \frac{2}{3} N(\bar{a}, \bar{w}) \tag{4.27}
\end{equation*}
$$

In particular, Proposition 4.1 (the induction hypothesis) can be applied to such ( $a, w$ ).

Each time an induction step is performed, our estimate (Proposition 4.1) deteriorates; basically the exponent in (4.1) acquires some inverse powers of $k$. The estimate (4.27) helps by making iterations sparse - only $\log _{3 / 2} \log _{2} \frac{w}{a}$ induction steps are used in estimating $c_{k, a, w, v, x}$. Hence the total factor of deterioration, represented by the factor $\exp \left[-c_{0}(\log N(a, w))^{2}\right]$ in (4.1), is no worse than $2^{-\eta k}, \eta$ small. Ultimately the sparsity of iterations was achieved by our construction of external contours, whereby large contours within an outer contour were joined with the outer contour.

Proof of Lemma 4.6. Recalling that $N(a, w) \equiv 2+\left[\frac{2}{3} \log _{2} \frac{w}{a}\right], a \geqq c w^{2 / 3}$, we have

$$
\begin{equation*}
2^{\frac{3}{2} N(a, w)} \leqq c \frac{w}{a} \leqq c w^{1 / 3} \leqq c 2^{N(\bar{a}, \bar{w})-N_{0}} . \tag{4.28}
\end{equation*}
$$

The last inequality follows from the condition $w \leqq \max _{\gamma \in \bar{\gamma}} 2^{3\left(N(\gamma)-N_{0}\right)}$ in (4.26); the external contour $\gamma$ has $|\gamma| \in[\bar{a}, 2 \bar{a}),|V(\gamma)| \in[w, 2 w)$. Choosing $N_{0}$ appropriately, we have a bound $2^{N(\bar{a}, \bar{w})}$ on (4.28), which yields (4.27).

Noting that $A \geqq v a$, we can estimate the probability that $c_{\vec{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)<-R$ by

$$
\begin{align*}
& \sum_{j=1}^{N(\bar{a}, \bar{w})}\left[\operatorname{Pr}\left(\exists \bar{\gamma}: H_{j}^{+}<-\frac{\bar{v} \bar{a}+R}{c j^{2}}\right)+\operatorname{Pr}\left(\exists \bar{\gamma}: H_{j}^{-}>\frac{\bar{v} \bar{a}+R}{c j^{2}}\right)\right] \\
& \quad+\operatorname{Pr}\left(\exists \bar{\gamma}: H_{N}<-\frac{1}{4}(\bar{v} \bar{a}+R)\right) \\
& \quad+\sum_{k, w, a, v}\left\{\sum _ { j = 1 } ^ { N ( \overline { a } , \overline { w } ) - 3 k } \left[\operatorname{Pr}\left(\exists \bar{\gamma}: \Delta_{j}^{+}<-\frac{\bar{v} \bar{a}+R}{c j^{2} k^{5}}\right)\right.\right. \\
& \left.\left.\quad+\operatorname{Pr}\left(\exists \bar{\gamma}: \Delta_{j}^{-}>\frac{\bar{v} \bar{a}+R}{c j^{2} k^{5}}\right)\right]+\operatorname{Pr}\left(\exists \bar{\gamma}: \Delta_{N}>\frac{\bar{v} \bar{a}+R}{c k^{5}}\right)\right\} . \tag{4.29}
\end{align*}
$$

This works because

$$
\begin{equation*}
\sum_{j=1}^{N(\bar{a}, \bar{w})} \frac{2}{c j^{2}}+\frac{1}{4}+\sum_{k, w, a, v}\left\{\sum_{j=1}^{N(\bar{a}, \bar{w})-k} \frac{2}{c j^{2} k^{5}}+\frac{1}{c k^{5}}\right\} \leqq 1 \tag{4.30}
\end{equation*}
$$

so that at least one of the above events must occur if the $H, \Delta$ terms in (4.26) are to be less than $-A-R$. Note that there are at most $c k^{3}$ choices of $w, a$, $v$, given $k$, because $w \leqq 2^{3 k}, a \leqq c 2^{3 k}, v \leqq 2^{2 k}$. This yields (4.30).

In order to estimate (4.16) we need bounds on the volumes of difference regions $V_{j-1}(\bar{\gamma}) \backslash V_{j}(\bar{\gamma})$, etc., and some entropy estimates. The following two propositions will be proven in Sect. 5.

Proposition 4.7. There is a constant $c_{3}$ such that for any $\bar{\gamma}$ contributing to $c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)$,

$$
\begin{gather*}
\left|V_{j-1}(\bar{\gamma}) \backslash V_{j}(\bar{\gamma})\right|, \quad\left|V_{j}(\bar{\gamma}) \backslash V_{j-1}(\bar{\gamma})\right| \leqq c_{3} 2^{j} \bar{v} \bar{a}  \tag{4.31}\\
\left|V_{k, w, j-1}(\bar{\gamma}) \backslash V_{k, w, j}(\bar{\gamma})\right|, \quad\left|V_{k, w, j}(\bar{\gamma}) \backslash V_{k, w, j-1}(\bar{\gamma})\right| \leqq c_{3} 2^{j} w^{-2 / 3} \bar{v} \bar{a} \tag{4.32}
\end{gather*}
$$

Proposition 4.8. Let $\bar{\gamma}$ vary over all possible collections of external contours that could contribute to $c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)$ in (3.16) for some $h$, that is,

$$
\bar{\gamma}=\left\{\gamma_{i} \rightarrow B_{\bar{k}, \bar{x}}, i=1, \ldots, \mu \text { with } \mu \in[\bar{v}, 2 \bar{v}),\left|\gamma_{i}\right| \in[\bar{a}, 2 \bar{a}),\left|V\left(\gamma_{i}\right)\right| \in[\bar{w}, 2 \bar{w})\right\} .
$$

The number of resulting $V_{j}(\bar{\gamma})$ 's is less than $\exp \left(c j 2^{-2 j} \overline{\bar{v}} \bar{a}\right)$. The number of resulting $V_{k, w, j}(\bar{\gamma})^{\prime} s$ is less than $\exp \left(c(j+k) 2^{-2 j} w^{-2 / 3} \bar{v} \bar{a}\right)$.

The estimates involving $V_{j}(\bar{\gamma}$ )'s are similar to ones proven in [14], the only difference being that we have more complicated contours.

Note that Proposition 4.7 allows us to estimate the "final volumes" $V_{N(\bar{a}, \bar{w})}(\bar{\gamma})$ and $V_{k, w, N(\bar{a}, \bar{w})-3 k}(\bar{\gamma})$. We have

$$
\begin{equation*}
\left|V_{N(\bar{a}, \bar{w})}(\bar{\gamma})\right| \leqq|V(\bar{\gamma})|+\sum_{j=1}^{N(\bar{a}, \bar{w})}\left|V_{j}(\bar{\gamma}) \backslash V_{j-1}(\bar{\gamma})\right| \leqq c v w+c 2^{N(\bar{a}, \bar{w})} \bar{v} \bar{a} \leqq c \bar{v} \bar{w} \tag{4.33}
\end{equation*}
$$

because $2^{N(\bar{a}, \bar{w})} \leqq c(\bar{w} / \bar{a})^{2 / 3} \leqq c \bar{w} / \bar{a}$. Similarly,

$$
\begin{align*}
\mid V_{k, w, N(\bar{a}, \bar{w})-3 k}(\bar{\gamma}) & \leqq\left|V_{k, w}(\bar{\gamma})\right|+\sum_{j=1}^{N(\bar{a}, \bar{w})-3 k}\left|V_{k, w, j}(\bar{\gamma}) \backslash V_{k, w, j-1}(\bar{\gamma})\right| \\
& \leqq c 2^{-3 k} \overline{\bar{w}} \bar{w}+c 2^{N(\bar{a}, \bar{w})-3 k} w^{-2 / 3} \bar{v} \bar{a} \leqq c 2^{-3 k} \overline{\bar{w}} \bar{w} . \tag{4.34}
\end{align*}
$$

Let us use these propositions and Lemma 4.5 to bound the $H$-terms in (4.29) by

$$
\begin{align*}
& 2 N(\bar{a}, \bar{w}) \sup _{1 \leqq j \leqq N(a, w)} \exp \left[c j 2^{-2 j} \bar{v} \bar{a}-(\bar{v} \bar{a}+R)^{2} /\left(c j^{4} 2^{j} \bar{v} \bar{a} \varepsilon^{2}\right)\right] \\
& \quad+\exp \left[c N(\bar{a}, \bar{w}) 2^{-2 N(\bar{a}, \bar{w})} \bar{v} \bar{a}-(\bar{v} \bar{a}+R)^{2} /\left(c \bar{v} \bar{w} \varepsilon^{2}\right)\right] \tag{4.35}
\end{align*}
$$

For each term in (4.35) the second (energy) term in the exponential is much larger than the first (entropy) term. For example, we have

$$
\begin{equation*}
N(\bar{a}, \bar{w}) 2^{-2 N(\bar{a}, \bar{w})} \bar{v} \bar{a} \leqq c 2^{-3 N(\bar{a}, \bar{w}) / 2} \bar{v} \bar{a} \leqq c \bar{v} \bar{a}^{2} / \bar{w} \tag{4.36}
\end{equation*}
$$

The largest term is the last, because

$$
\begin{equation*}
j^{4} 2^{j} \bar{v} \bar{a} \leqq c 2^{3 N(\bar{a}, \bar{w}) / 2} \bar{v} \bar{a} \leqq c \bar{v} \bar{w} . \tag{4.37}
\end{equation*}
$$

Hence (4.35) is bounded by $\exp \left[-(\bar{v} \bar{a}+R)^{2} /\left(c \bar{v} \bar{w} \varepsilon^{2}\right)\right]$, using

$$
\begin{equation*}
2 N(\bar{a}, \bar{w})+1 \leqq \exp \left(c 2^{k}\right) \leqq \exp \left(c \bar{v} \bar{a}^{2} / \bar{w}\right) \tag{4.38}
\end{equation*}
$$

Next consider a $\Delta$-term with $j<2^{k / 2}$ in (4.29), estimating it using (4.32) and the geometric mean of (4.21) and (4.22):

$$
\begin{align*}
\operatorname{Pr}\left(\exists \gamma: \Delta_{j}^{+}<-\frac{\bar{v} \bar{a}+R}{c j^{2} k^{5}}\right) \leqq & c_{1} \exp \left[c(j+k) 2^{-2 j} w^{-2 / 3} \bar{v} \bar{a}+c_{3} 2^{j} w^{-2 / 3} \bar{v} \bar{a} e^{-\bar{c} 2^{k / 2} / \varepsilon^{2}}\right. \\
& -\frac{a}{\bar{c} \varepsilon^{2} w} 2^{-\eta k}\left(\frac{\bar{v} \bar{a}+R}{c j^{2} k^{5}}\right)-\left(\frac{\bar{v} \bar{a}+R}{c j^{2} k^{5}}\right)^{2} \\
& \cdot\left(c_{1} c_{3} \varepsilon^{2} 2^{j} w^{-2 / 3} \bar{v} \bar{a} v w\right)^{-1} \exp \left[-c_{0}(\log N(a, w))^{2}\right] \tag{4.39}
\end{align*}
$$

The third term in the exponential dominates the first, because $w^{1 / 3} \leqq c a^{1 / 2}$ $\leqq c a 2^{-2 \eta k}$; all factors $j$ or $k$ can be compensated with $2^{-2 j}$ or $2^{-\eta k}$. Similarly the third term dominates the second; we use also $j^{2} 2^{j} \leqq e^{\bar{c}^{2 / 2} / \varepsilon^{2}}$. Finally, as in (4.37) we can bound

$$
j^{4} 2^{j} w^{-2 / 3} \bar{v} \bar{a} v w \leqq N(\bar{a}, \bar{w})^{4} 2^{N(\bar{a}, \bar{w})-3 k} w^{1 / 3} v \bar{v} \bar{a} \leqq c 2^{-3 k} \bar{v} \bar{w} w^{1 / 3} v \leqq c \bar{v} \bar{w}
$$

in the last term. (We use $v \leqq 2^{3 k} / w \leqq 2^{2 k}$.) This yields the following estimate:

$$
\begin{equation*}
(4.39) \leqq c_{1} \exp \left[-\frac{(\bar{v} \bar{a}+R)^{2}}{c \varepsilon^{2} \bar{v} \bar{w}} k^{-10} \exp \left[-c_{0}(\log N(a, w))^{2}\right]\right. \tag{4.40}
\end{equation*}
$$

If $j \geqq 2^{k / 2}$, then we use (4.21) only, yielding the bound (4.39) with only the first and last terms in the exponential. The last term dominates the first because its power of $2^{-j}$ is lower; its extra factors $w^{1 / 3} v^{-1}$ are bounded below by $j^{-4}$. We still have the bound (4.40), as it was derived using the last term in the exponential only.

Next we consider the last term in (4.29), and let us suppose $N(\bar{a}, \bar{w})<2^{k / 2}$. It can be bounded as in (4.39):

$$
\begin{align*}
\operatorname{Pr}\left(\exists \gamma: \Delta_{N}>\frac{\bar{v} \bar{a}+R}{c k^{5}}\right) \leqq & c_{1} \exp \left[c(j+k) 2^{-2 j^{2}} w^{-2 / 3} \bar{v} \bar{a}+c 2^{-3 k} \bar{w} \bar{w} e^{-\bar{c} 2^{k / 2} / \varepsilon^{2}}\right. \\
& -\frac{a}{\overline{c \varepsilon^{2} w}} 2^{-\eta k}\left(\frac{\bar{v} \bar{a}+R}{c k^{5}}\right)-\left(\frac{\bar{v} \bar{a}+R}{c k^{5}}\right)^{2}\left(c_{1} c \varepsilon^{2} 2^{-3 k} \bar{v} \bar{w} v w\right)^{-1} \\
& \left.\cdot \exp \left[-c_{0}(\log N(a, w))^{2}\right]\right] \tag{4.41}
\end{align*}
$$

Here $j=\max \{0, N(a, w)-3 k\}$. The third term in the exponential dominates the first, as before. It dominates the second, because $\bar{w} / \bar{a} \leqq c 2^{3 N(\bar{a}, \bar{w}) / 2} \leqq c \exp \left(c 2^{k / 2}\right)$. Thus from the last term we obtain an estimate as in the right-hand side of (4.40). We use $\nu w \leqq 2^{3 k}$.

Finally we suppose $N(\bar{a}, \bar{w}) \geqq 2^{k / 2}$, and take only the first and last terms in the exponential in (4.41). Energy beats entropy because

$$
\begin{aligned}
(j+k) 2^{-2 j} w^{-2 / 3} & \leqq c N(\bar{a}, \bar{w}) 2^{-2 N(a, w)} 2^{6 k} \\
& \leqq c N(\bar{a}, \bar{w}) 2^{-N(a, w) / 2}(\bar{a} / \bar{w}) 2^{6 k} \leqq c k^{-10}(\bar{a} / \bar{w})
\end{aligned}
$$

and we again obtain (4.40) as an upper bound.
We have proven the following estimate on (4.29):

$$
\begin{align*}
\operatorname{Pr}\left(c_{\bar{k}, \bar{a}, \bar{w}, \bar{v}, \bar{x}}(h)<-R\right) \leqq & \exp \left[-\frac{(\bar{v} \bar{a}+R)^{2}}{c \varepsilon^{2} \bar{v} \bar{w}}\right]+\sum_{k, w, a, v, j} 2 c_{1} \\
& \cdot \exp \left[-\frac{(\bar{v} \bar{a}+R)^{2}}{c \varepsilon^{2} \bar{v} \bar{w}} k^{-10} \exp \left[-c_{0}(\log N(a, w))^{2}\right]\right] \\
\leqq & c \bar{k}^{5} \exp \left[-\frac{(\bar{v} \bar{a}+R)^{2}}{c \varepsilon^{2} \bar{v} \bar{w}} N(\bar{a}, \bar{w})^{-10}\right. \\
& \left.\cdot \exp \left[-c_{0}(\log 2 N(\bar{a}, \bar{w}) / 3)^{2}\right]\right] \tag{4.42}
\end{align*}
$$

Here we have used Lemma 4.6 and the bounds $w, a, v \leqq c 2^{3 k}, j \leqq N(a, w)$, $k \leqq c N(a, w)$. This last bound follows from $2^{k} \leqq w$ and the restriction $w<2^{3\left(N(\gamma)-N_{0}\right)}$ in (4.26). Putting $L=\log N(\bar{a}, \bar{w}), \log \frac{2}{3}=-\delta$, we have

$$
\begin{aligned}
& 2 c N(\bar{a}, \bar{w})^{10} \exp \left[c_{0}(\log 2 N(\bar{a}, \bar{w}) / 3)^{2}\right] \\
& \quad \leqq \exp \left[c_{0} L^{2}-2 c_{0} \delta L+c_{0} \delta^{2}+10 L+\log 2 c\right] \leqq \exp \left(c_{0} L^{2}\right)
\end{aligned}
$$

for $c_{0}$ a sufficiently large constant. (Note that $L>\delta$.) Hence (4.42) is bounded by

$$
c \bar{k}^{5} \exp \left[-\frac{2(\bar{v} \bar{a}+R)^{2}}{\varepsilon^{2} \bar{v} \bar{w}} \exp \left[-c_{0}(\log N(\bar{a}, \bar{w}))^{2}\right]\right]
$$

and the bound (4.1) easily follows. This completes the induction step in the proof of Proposition 4.1.

## 5. Entropy Estimates

This section is devoted to proving Propositions 4.7 and 4.8. We begin with a lemma estimating the areas of our coarse-grained contours.

Lemma 5.1. For any external contour $\gamma$,

$$
\begin{gather*}
\left|\partial W_{j}(\gamma)\right| \leqq c 2^{-2 j}|\gamma|  \tag{5.1}\\
\left|\partial W_{k, w, j}(\gamma)\right| \leqq c 2^{-2 j} w^{-2 / 3}|\gamma| \tag{5.2}
\end{gather*}
$$

Here $W_{j}(\gamma), W_{k, w, j}(\gamma)$ are regarded as subsets of $2^{j} \mathbb{Z}^{3}, 2^{j+k} \mathbb{Z}^{3}$, respectively.
Proof. The bound (5.1) was proven in [14]. It is essentially a special case $\left(w \approx 2^{3 k}\right)$ of the estimate

$$
\begin{equation*}
\left|\partial V_{k, w}(\gamma)\right| \leqq c w^{-2 / 3}|\gamma|, \tag{5.3}
\end{equation*}
$$

which we now prove. If $\left(x, x^{\prime}\right) \in \partial V_{k, w}(\gamma)$, then $\left|B_{k, x} \backslash V(\gamma)\right|<w,\left|B_{k, x^{\prime}} \backslash V(\gamma)\right| \geqq w$, or vice versa. This implies that $U=B_{k, x} \cup B_{k, x^{\prime}}$ has the property that $w \leqq|U \backslash V(\gamma)|$ $<w+\frac{1}{8} 2^{3(k+3)}$. Putting $R=U \backslash V(\gamma)$, we have that $|\partial R| \geqq c w^{2 / 3}$. We claim that $|\gamma \cap \partial R| \geqq c w^{2 / 3}$ also. If we translate plaquettes of $\partial R \cap \gamma$ parallel to themselves to $\partial U$, we find that a nontrivial fraction of plaquettes of $\partial R \cap \partial U$ are covered. Otherwise we would have $|U \backslash V(\gamma)|$ approaching $|U|$, violating the inequality above. This implies that $|\partial R \cap \gamma| \geqq c|\partial R \cap \partial U|$, which yields the claim.

Only a few sets $U$ share portions of $\gamma$. This implies (5.3). To obtain (5.2), recall that $W_{k, w, j}(\gamma)$ is obtained from $V_{k, w}(\gamma)$ by the standard coarse-graining procedure, rescaled to the $2^{k}$-lattice. Hence we can combine (5.1) and (5.3) to obtain

$$
\left|\partial W_{k, w, j}(\gamma)\right| \leqq c 2^{-2 j}\left|\partial V_{k, w}(\gamma)\right| \leqq c 2^{-2 j} w^{-2 / 3}|\gamma| .
$$

The proof is completed by summing over $\gamma \in \bar{\gamma}$.
Proof of Proposition 4.7. We prove only (4.32), since (4.31) is similar (see [14]). Suppose that $y \in V_{k, w, j}(\bar{\gamma}) \backslash V_{k, w, j-1}(\bar{\gamma}), y \in 2^{k+j} \mathbb{Z}^{3}$. Then the cube $c_{k, j}(y)$ contains a pair of nearest neighbor cubes $c_{k, j-1}(x), c_{k, j-1}\left(x^{\prime}\right)$ with

$$
\frac{1}{2} 2^{3(j-1)}<\left|V_{k, w}(\gamma) \cap\left(c_{k, j-1}(x) \cup c_{k, j-1}\left(x^{\prime}\right)\right)\right| \leqq \frac{3}{2} 2^{3(j-1)},
$$

for some $\gamma \in \bar{\gamma}$.
As above, this implies that a section of $\partial V_{k, w}(\gamma)$ of size $c 2^{2 j}$ lies in these cubes. As in (5.3), each bond in $\partial V_{k, w}(\gamma)$ yields a section of $\gamma$ of size $w^{2 / 3}$. Since $\left|V_{k, w, j}(\gamma) \cap c_{k, j}(y)\right|=2^{3 j}$, we have

$$
\left|V_{k, w, j}(\gamma) \backslash V_{k, w, j-1}(\gamma)\right| \leqq c 2^{3 j} 2^{-2 j} w^{-2 / 3}|\gamma|,
$$

and the second half of (4.32) follows by summing over $\gamma \in \bar{\gamma}$. The first half is proven similarly.

Proof of Proposition 4.8. We again concentrate on the estimates for regions $V_{k, w, j}(\bar{\gamma})$, the estimates for $V_{j}(\bar{\gamma})$ being simpler. We show that the number of possible $V_{k, w, j}(\gamma)$ 's, as $\gamma$ varies over external contours belonging to $B_{k, x}$ with $|\gamma| \in[\bar{a}, 2 \bar{a})$, $|V(\gamma)| \in[\bar{w}, 2 \bar{w})$, is less than $\exp \left(c(j+k) 2^{-2 j} w^{-2 / 3} \bar{a}\right)$. This implies the bound in the proposition, because $V_{k, w, j}(\bar{\gamma})$ is a disjoint union of less than $2 \bar{v} V_{k, w, j}(\gamma)$ 's as above.

A basic element of this proof is the following bound. Let $n(P, D)$ be the number of possible collections of contours built from $P$ plaquettes and such that there exists a walk $\left\{x_{i}\right\}_{1 \leqq i \leqq P}$ of length $D=\sum_{i=1}^{P} 2\left|x_{i}-x_{i-1}\right|$ connecting the centers of the plaquettes to a fixed point $x_{0}$. Then

$$
\begin{equation*}
n(P, D) \leqq(c D / P)^{c P} \tag{5.4}
\end{equation*}
$$

To prove this, consider the number of $P$-step walks of total length $D$. We have to partition $D$ into $D=\sum_{i=1}^{P} d_{i}$ with $d_{i} \in \mathbb{Z}, d_{i} \geqq 1$. The number of such partitions is $\binom{D-1}{P} \leqq(c D / P)^{P}$. Given $\left\{d_{i}\right\}$, the number of walks is bounded by $\prod_{i=1}^{P}\left(c d_{i}\right)^{3}$ in three dimensions. Constraining the sum of the $d_{i}$ 's to be $D$, the product is maximized when the factors are equal. Hence it is bounded by $(c D / P)^{3 P}$. This yields (5.4).

We now estimate the number of possible $W_{k, w, j}(\gamma)$ 's, or equivalently, the number of possible collections of contours in $2^{k+{ }_{j}} \mathbb{Z}^{3}$ that could be $\partial W_{k, w, j}(\gamma)$. Recall our construction of external contours. Starting with an outer contour $\Gamma_{0} \rightarrow B_{\bar{k}, \bar{x}}$, we added outer contours $\gamma_{\alpha}$ in $\tilde{V}\left(\Gamma_{0}\right)$, either because $\gamma_{\alpha}$ is connected to a $\gamma_{\beta}$ with $\operatorname{dist}\left(B\left(\gamma_{\beta}\right), \Gamma_{0}\right) \leqq 2^{k\left(\gamma_{\alpha}\right)+3}$ through a chain of pairs $\left(\gamma^{\prime}, \gamma^{\prime \prime}\right)$ with $\operatorname{dist}\left(B\left(\gamma^{\prime}\right), B\left(\gamma^{\prime \prime}\right)\right)$ $\leqq 2^{\min \left\{k\left(\gamma^{\prime}\right), k\left(\gamma^{\prime}\right)\right\}+3}$, or because $\left|\gamma_{\alpha}\right| \geqq 2^{2\left(N\left(\Gamma_{0}\right)-N_{0}\right)}$. This produced $\Gamma_{1}$, and if $N\left(\Gamma_{1}\right)$ $<N\left(\Gamma_{0}\right)$, then we continued with $\Gamma_{2}, \Gamma_{3}$, etc.

As a preliminary step, we choose one plaquette in $2^{k+j} \mathbb{Z}^{3}$ which is to be within a distance $2^{k+j}$ of $\Gamma_{0}$. There are less than $c 2^{3 \bar{k}} \leqq c \bar{a}^{3}$ possibilities. Next we choose the integers $N\left(\Gamma_{l}\right), l=0,1,2, \ldots$. These are a decreasing sequence, with $N\left(\Gamma_{0}\right) \leqq c \bar{k}$ $\leqq c \log \bar{a}$. We also choose those $l$ such that $\Gamma_{l+1} \backslash \Gamma_{l}$ is to lie within a distance $2^{k+j}$ of $\partial W_{k, w, j}(\gamma)$. Denote these integers $l_{0}<l_{1}<\ldots$. There are at most $2^{c \log \bar{a}}$ choices of $\left\{N\left(\Gamma_{l}\right)\right\}$, and similarly for the choices of $\left\{l_{\mu}\right\}$. Hence all these initial choices can be subsumed in a factor $\bar{a}^{c} \leqq \exp \left(c(j+k) 2^{-2 j} w^{-2 / 3} \bar{a}\right)$. We are using the fact that

$$
\begin{equation*}
2^{2 j} w^{2 / 3} \leqq 2^{2 j+2 k} \leqq 2^{2 N(\bar{a}, \bar{w})} \leqq c(\bar{w} / \bar{a})^{4 / 3} \leqq c \bar{a}^{2 / 3} \leqq c \bar{a} . \tag{5.5}
\end{equation*}
$$

We will connect the plaquettes of $\partial W_{k, w, j}(\gamma)$ to the chosen plaquette through a tree graph of steps connecting centers of plaquettes. First we describe the trunk $\left\{t_{i}\right\}, i=1,2, \ldots$, which is a walk of some of the plaquettes, starting at $t_{0}$, the center of the chosen plaquette. Then we describe the branches, which are walks starting at the $t_{i}$ 's.

The first few steps connect $t_{0}$ to some plaquettes within $2^{k+j}$ of $\Gamma_{l_{0}+1} \backslash \Gamma_{l_{0}}$. We break $\Gamma_{l_{0}+1} \backslash \Gamma_{l_{0}}$ into components as follows: Contours $\gamma_{\alpha}, \gamma_{\beta}$ in $\Gamma_{l_{0}+1} \backslash \Gamma_{l_{0}}$ are connected if

$$
\operatorname{dist}\left(B\left(\gamma_{\alpha}\right), B\left(\gamma_{\beta}\right)\right) \leqq 2^{\min \left\{k\left(\gamma_{\alpha}\right), k\left(\gamma_{\beta}\right)\right\}+3}
$$

When $l_{0}=0$, we exclude the components that would be connected to $\Gamma_{0}$. For each remaining component, we choose one plaquette within a distance $2^{k+j}$, if this is possible. By construction, each component should have area at least $2^{2\left(N\left(\Gamma_{l_{0}}\right)-N_{0}\right)}$. Hence there are no more than

$$
c\left|\Gamma_{l_{0}+1} \backslash \Gamma_{l_{0}}\right| 2^{-2 N\left(\Gamma_{l_{0}}\right)} \leqq c\left|\Gamma_{l_{0}+1}\right| 2^{-2 N\left(\Gamma_{l_{0}}\right)}
$$

components. These are supposed to lie in $V\left(\Gamma_{l_{0}}\right)$, which is connected, hence the plaquettes can be walked with a distance less than $c\left|V\left(\Gamma_{l_{0}}\right)\right|$. By (5.4), rescaled to the lattice $2^{k+j} \mathbb{Z}^{3}$, the number of such walks is less than

$$
\begin{align*}
\left(\frac{c \mid V\left(\Gamma_{l_{0}}\right) 2^{-k-j}}{\left|\Gamma_{l_{0}+1}\right|^{-2 N\left(\Gamma_{l_{0}}\right)}}\right)^{c\left|\Gamma_{l_{0}+1}\right| 2^{-2 N\left(\Gamma_{l_{0}}\right)}} & \leqq\left(\frac{c V\left(\Gamma_{l_{0}}\right)}{\left|\Gamma_{l_{0}}\right|} 2^{2 N\left(\Gamma_{l_{0}}\right)}\right)^{c \bar{a} 2-2 N\left(\Gamma_{l_{0}}\right)} \\
& \leqq \exp \left(c N\left(\Gamma_{l_{0}}\right) 2^{-2 N\left(\Gamma_{\left.l_{0}\right)} \bar{a}\right)} .\right. \tag{5.6}
\end{align*}
$$

We continue choosing the next sections of the trunk $\left\{t_{i}\right\}$. We choose plaquettes near components of each $\Gamma_{l_{\mu}+1} \backslash \Gamma_{l_{\mu}}, \mu=1,2, \ldots$. The number of choices for the $\mu^{\text {th }}$ section is bounded as above by $\exp \left(c N\left(\Gamma_{l_{\mu}}\right) 2^{-2 N\left(\Gamma_{l_{\mu}}\right)} \bar{a}\right)$. Hence the total number of possible trunks is bounded by

$$
\begin{equation*}
\exp \left(\sum_{\mu} c N\left(\Gamma_{l_{\mu}}\right) 2^{-2 N\left(\Gamma_{l_{\mu}}\right)} \bar{a}\right) \leqq \exp \left(c N(\gamma) 2^{-2 N(\gamma)} \bar{a}\right) \tag{5.7}
\end{equation*}
$$

since $N\left(\Gamma_{l_{\mu}+1}\right) \leqq N\left(\Gamma_{l_{\mu}}\right)-1, N\left(\Gamma_{l}\right) \geqq N(\gamma)$. Finally, we note that by (5.5), $2 N(\gamma)+c$ $\geqq 2 j+\frac{2}{3} \log _{2} w$, so that (5.7) is bounded by $\exp \left(c(j+k) 2^{-2 j} w^{-2 / 3} \bar{a}\right)$.

Having estimated the entropy for positions of the large contours in $V\left(\Gamma_{0}\right)$, we can proceed to choose the rest of $\partial W_{k, w, j}(\gamma)$. The trunk has been constructed so that at most a distance $c|\gamma|$ is required to connect the rest of $\partial W_{k, w, j}(\gamma)$ to it. This is because every plaquette in $\partial W_{k, w, j}(\gamma)$ must lie within $2^{k+j}$ of a portion of $\gamma$ that is connected as above and close to some $t_{i}$. Each such portion of $\gamma$ can be walked in a distance of the order of its area - large steps are needed only to reach comparably large contours. Hence the sum of the lengths of the required branch walks is less than $c|\gamma|$.

The total number of plaquettes in $\partial W_{k, w, j}(\gamma)$ is less than $P=c 2^{-2 j} w^{-2 / 3}|\gamma|$. Certainly this is also a bound on the number of steps in the trunk. Hence a factor $\exp \left(c 2^{-2 j} w^{-2 / 3}|\gamma|\right)$ allows us to choose which steps in the trunk will acquire branches. We need to partition the plaquettes for attachment into subsets which will form the branches. There are at most $2^{P}$ possibilities, again bounded by $\exp \left(c 2^{-2 j} w^{-2 / 3}|\gamma|\right)$. We are now in a situation considered in the single walk case, having to choose at most $P$ steps of total length less than $c|\gamma|$, or $c 2^{-k-j}|\gamma|$ in $2^{k+j} \mathbb{Z}^{3}$. Hence the number of possible sets of branches, with starting points and numbers of steps specified as above, is less than

$$
\left(\frac{c D}{P}\right)^{P} \leqq\left(\frac{c 2^{-k-j}|\gamma|}{2^{-2 j^{-}} w^{-2 / 3}|\gamma|}\right)^{c 2-2 j_{w}-2 / 3|\gamma|} \leqq \exp \left(c(j+k) 2^{-2 j} w^{-2 / 3} \bar{a}\right)
$$

Gathering together all combinatoric factors, we obtain an estimate $\exp \left(c(j+k) 2^{-2 j} w^{-2 / 3} \bar{a}\right)$ on the number of possible $W_{k, w, j}(\gamma)$ 's. This completes the proof.

## 6. Long-Range Order in the Random-Field Ising Model

We are now in a position to prove Theorems 1.1 and 1.2. Let us avoid the set of measure zero on which the ground state configuration in $\Lambda^{+}$is non-unique. We have the following formula for the ground state configuration $\sigma^{\min }\left(\Lambda^{+}\right)$:

$$
\sigma_{i}^{\min }\left(\Lambda^{+}\right)=\left\{\begin{align*}
-1, & \text { if } i \in S(\gamma) \text { for some favored }(+) \text { external contour } \gamma  \tag{6.1}\\
1, & \text { otherwise }
\end{align*}\right.
$$

Here $S(\gamma)=\left\{i \in V(\gamma): \sigma_{i}^{\min }\left(V(\gamma)^{+}\right)=-1\right\}$. This formula holds because as in the proof of Lemma 2.1, $S(\gamma) \subseteq S\left(\gamma^{\prime}\right)$, where $\gamma^{\prime}$ is the maximal ( $\left.\subseteq \Lambda^{+}\right)$external contour with $V(\gamma) \subseteq V(\gamma)$. By Lemma 2.2, as in the proof of Proposition 3.2, we have $\sigma^{\min }\left(V\left(\gamma^{\prime}\right)^{+}\right)=\sigma^{\min }\left(\Lambda^{+}\right) \upharpoonright V\left(\gamma^{\prime}\right)$, which yields (6.1).
Proof of Theorem 1.1. From (6.1) and the fact that $r_{\gamma} \leqq 0$ [strict inequality only if $\gamma$ is favored $(+)]$, we have an estimate

$$
\operatorname{Pr}\left(\sigma_{i}^{\min }\left(\Lambda^{+}\right)=-1\right) \leqq \operatorname{Pr}\left(\sum_{\gamma: i \in \boldsymbol{V}(\gamma)} r_{\gamma}<0\right) \leqq \operatorname{Pr}\left(\sum_{k, x: i \in B_{k, x}} \sum_{a, w, v} r_{k, a, w, v, x}<0\right) .
$$

We apply (4.2) and our main estimate, Proposition 4.1, to bound this by

$$
\begin{align*}
\sum_{k, a, w, v, x} & \exp \left\{-\frac{v a^{2}}{\varepsilon^{2} w} \exp \left[-c_{0}(\log N(a, w))^{2}\right]\right\} \\
& \leqq \sum_{k=0}^{\infty} c k^{3} \exp \left(-c 2^{k(1-\eta)} / \varepsilon^{2}\right) \leqq \exp \left(-C / \varepsilon^{2}\right) \tag{6.2}
\end{align*}
$$

This yields (1.3) and the theorem.
Next we prove a strong result about the approach to the infinite volume limit.
Theorem 6.1. The limit

$$
\lim _{n \rightarrow \infty} \sigma_{i}^{\min }\left(\Lambda^{+}\right) \equiv \sigma_{i}^{\min }
$$

exists for each $i \in \mathbb{Z}^{3}$, with probability 1. Furthermore, there exists a constant $C>0$ such that for any $n$,

$$
\begin{equation*}
\operatorname{Pr}\left(\exists m \geqq 2 n: \sigma_{i}^{\min }\left(\Lambda_{m}^{+}\right) \neq \sigma_{i}^{\min } \text { for any } i \in \Lambda_{n}\right) \leqq \exp \left(-C n^{1-\eta} / \varepsilon^{2}\right) \tag{6.4}
\end{equation*}
$$

Consequently, for any $\mathscr{A} \subset \mathbb{Z}^{3}$ with $\max _{i \in \mathscr{A}}|i| \leqq n / 2$,

$$
\begin{equation*}
\left|\prod_{i \in \mathscr{A}} \sigma_{i}^{\min }\left(\Lambda_{n}^{+}\right)-\prod_{i \in \mathscr{A}} \sigma_{i}^{\min }\right| \leqq \exp \left(-C n^{1-\eta} / \varepsilon^{2}\right) \tag{6.5}
\end{equation*}
$$

Proof. Let us define provisionally $\sigma_{i}^{\text {min }}$ by the right-hand side of (6.1), where we put $\Lambda=\mathbb{Z}^{3}$ in the definition of favored $(+)$. [Thus $\gamma$ is favored $(+)$ if it is favored in $B(\gamma)^{+}$instead of $(B(\gamma) \cap \Lambda)^{+}$.] Then if we verify (6.4), we obtain (6.3) automatically: To see that the limit exists with probability 1 we need only observe that the following statement is true. For any $\delta>0$ there exists an $n$ such that with probability $1-\delta, \sigma_{i}^{\min }\left(\Lambda_{m}^{+}\right)=\sigma_{i}^{\min }$ for all $m \geqq 2 n$.

We now prove (6.4). By (6.1) and the analogous statement for $\sigma^{\min }, \sigma_{i}^{\min }\left(\Lambda_{m}\right)$ can differ from $\sigma_{i}^{\min }$ for some $i \in \Lambda_{n}$ only if there is an external contour $\gamma$ with $V(\gamma) \cap \Lambda_{n} \neq \emptyset$ which is favored $(+)$ in $\Lambda_{m}$ but not in $\mathbb{Z}^{3}$, or vice versa. If $V(\gamma) \cap \Lambda_{n} \neq \emptyset$, then $B(\gamma) \backslash \Lambda_{m} \neq \emptyset$ only if $2^{k(\gamma)} \geqq(m-n) / 8$. Only such external contours can feel the difference between $\Lambda_{m}$ and $\mathbb{Z}^{3}$. Hence

$$
\begin{align*}
& \operatorname{Pr}\left(\exists m \geqq 2 n: \sigma_{i}^{\min }\left(\Lambda_{m}^{+}\right) \neq \sigma_{i}^{\min } \text { for any } i \in \Lambda_{n}\right) \\
& \quad \leqq \sum_{m \geqq 2 n} \sum_{k \geqq \log _{2}(m-n) / 8} \sum_{x: B_{k, x}, \Lambda_{n} \neq \varnothing} \sum_{a, w, v} \\
& \quad \cdot\left[\operatorname{Pr}\left(r_{k, a, w, v, x}^{\left(\Lambda_{m}\right)}<0\right)+\operatorname{Pr}\left(r_{k, a, w, v, x}^{\left(\mathbb{Z}^{3}\right)}<0\right)\right] . \tag{6.6}
\end{align*}
$$

Here the superscripts on the $r$ 's indicate the volume used in defining that random variable. Note that $r_{k, a, w, v, x}^{(1)}$ is independent of $\Lambda$ for $B_{k, x} \subset \Lambda$. Proposition 4.1 yields the following bound on (6.6):

$$
\begin{align*}
& \sum_{m \geqq 2 n} \sum_{k \geqq \log _{2}(m-n) / 8} c n^{3} k^{3} \exp \left(-c 2^{k(1-\eta)} / \varepsilon^{2}\right) \\
& \quad \leqq \sum_{m \geqq 2 n} c n^{3} \exp \left(-c m^{1-\eta} / \varepsilon^{2}\right) \leqq \exp \left(-c n^{1-\eta} / \varepsilon^{2}\right) \tag{6.7}
\end{align*}
$$

This yields (6.4), completing the proof of the theorem.
Proof of Theorem 1.2. Defining $\tau_{i}=\left(1-\sigma_{i}^{\mathrm{min}}\right) / 2$, we easily obtain (1.9) from the estimate

$$
\begin{equation*}
\left|\overline{\tau_{i} \tau_{j}}-\bar{\tau}_{i} \bar{\tau}_{j}\right| \leqq \exp \left(-c|i-j|^{1-\eta / \varepsilon^{2}}\right) \tag{6.8}
\end{equation*}
$$

We have that

$$
\tau_{i}= \begin{cases}1, & \text { if } i \in S(\gamma) \text { with } \gamma \text { favored }(+) \\ 0, & \text { otherwise }\end{cases}
$$

Similarly $\tau_{i} \tau_{j}=1$ precisely when both sites lie in some $S(\gamma), \gamma$ favored ( + ) - not necessarily the same $\gamma$. Let $E_{i}$ denote the event " $i \in S(\gamma)$, $\gamma$ favored ( + )", and let $e_{i}$ denote the event " $i \in S(\gamma)$, $\gamma$ favored $(+), k(\gamma) \leqq \log _{2}|i-j| / 16$ ". Define similarly $E_{j}, e_{j}$. We have

$$
\begin{align*}
\overline{\tau_{i} \tau_{j}} & =\operatorname{Pr}\left(E_{i} \text { and } E_{j}\right) \\
& =\operatorname{Pr}\left(e_{i} \text { and } e_{j}\right)+\operatorname{Pr}\left(E_{i} \text { and } E_{j} \text { but not } e_{i} \text { or } e_{j}\right) \\
& =\operatorname{Pr}\left(e_{i}\right) \operatorname{Pr}\left(e_{j}\right)+\operatorname{Pr}\left(E_{i} \text { and } E_{j} \text { but not } e_{i} \text { or } e_{j}\right), \tag{6.9}
\end{align*}
$$

where in the last step we have used independence of $e_{i}, e_{j}$, which depend only on $h_{l}$ for $|i-l|<|i-j| / 2$, respectively $|j-l|<|i-j| / 2$. In a similar fashion we have

$$
\begin{equation*}
\bar{\tau}_{i}=\operatorname{Pr}\left(E_{i}\right)=\operatorname{Pr}\left(e_{i}\right)+\operatorname{Pr}\left(E_{i} \text { but not } e_{i}\right) \tag{6.10}
\end{equation*}
$$

and the analogous statement with $j$ replacing $i$. Hence

$$
\begin{align*}
\left|\overline{\tau_{i} \tau_{j}}-\bar{\tau}_{i} \bar{\tau}_{j}\right|= & \mid \operatorname{Pr}\left(E_{i} \text { and } E_{j} \text { but not } e_{i} \text { or } e_{j}\right) \\
& -\operatorname{Pr}\left(e_{i}\right) \operatorname{Pr}\left(E_{j} \text { but not } e_{j}\right)-\operatorname{Pr}\left(e_{j}\right) \operatorname{Pr}\left(E_{i} \text { but not } e_{i}\right) \\
& +\operatorname{Pr}\left(E_{i} \text { but not } e_{i}\right) \operatorname{Pr}\left(E_{j} \text { but not } e_{j}\right) \mid \\
\leqq & \operatorname{Pr}\left(E_{j} \text { but not } e_{j}\right)+\operatorname{Pr}\left(E_{i} \text { but not } e_{i}\right) \\
\leqq & \sum_{k>\log _{2}|i-j| / 16} \sum_{x: i \in B_{k, x} \text { or } r \in B_{k, x}} \sum_{a, w, v} 2 \operatorname{Pr}\left(r_{k, a, w, v, x}<0\right) \\
\leqq & \sum_{k>\log _{2}|i-j| / 16} c k^{3} \exp \left(-c 2^{k(1-\eta)} / \varepsilon^{2}\right) \\
\leqq & \exp \left(-c|i-j|^{1-\eta} / \varepsilon^{2}\right), \tag{6.11}
\end{align*}
$$

which is (6.8).
Finally, it is worth describing what our expansion yields about the free energy. Using the subadditive ergodic theorem [17], it can be shown that the free energy per site exists and is independent of the magnetic field configuration with
probability 1 (similarly for the magnetization per site). We can see this directly from our expansion, with precise estimates on the rate of approach following from the bounds of Sect. 4. Define the free energy per site as

$$
\begin{equation*}
f_{\Lambda_{n}} \equiv\left|\Lambda_{n}\right|^{-1} \inf _{\sigma\left\lceil\Lambda_{n}\right.} H^{+}\left(\Lambda_{n}\right) \tag{6.12}
\end{equation*}
$$

By (3.1), (3.6) we have

$$
\begin{equation*}
\inf _{\sigma\left\lceil\Lambda_{n}\right.} H^{+}\left(\Lambda_{n}\right)=\sum_{\gamma: V(\Lambda) \subseteq \Lambda_{n}} r_{\gamma}-\sum_{i \in \Lambda_{n}} \frac{1}{2} h_{i} \tag{6.13}
\end{equation*}
$$

Hence

$$
\begin{equation*}
f_{\Lambda_{n}}=\left|\Lambda_{n}\right|^{-1} \sum_{k, a, w, v, x} r_{k, a, w, v, x}-\left|\Lambda_{n}\right|^{-1} \sum_{i \in \Lambda_{n}} \frac{1}{2} h_{i} . \tag{6.14}
\end{equation*}
$$

The second term converges to zero, with probability 1 , by the central limit theorem. For each $k, a, w, v$ there are $8^{3}$ sublattices of $2^{k} \mathbb{Z}^{3}$ on which the $r_{k, a, w, v, x}$ 's are independent random variables. They are identically distributed, except for $x$ with $\operatorname{dist}\left(x, \partial \Lambda_{n}\right)<2^{k+2}$. But the distribution of these $r_{k, a, w, v, x}$ 's obey uniform bounds (by Proposition 4.1 and the inequalities $c_{k, a, w, v, x} \leqq r_{k, a, w, v, x} \leqq 0$ ). Hence the boundary terms approach zero. Applying again the central limit theorem, we have

$$
\begin{equation*}
f_{\Lambda_{n}} \rightarrow f_{\infty}=\sum_{k, a, w, v} 2^{-3 k} \overline{r_{k, a, w, v, 0}}, \tag{6.15}
\end{equation*}
$$

where $r_{k, a, w, v, 0}$ is calculated in any $\Lambda_{n}$ with $n>2^{k+2}$. This limit is of course independent of the magnetic field configuration. Proposition 4.1 easily yields

$$
\begin{equation*}
0 \geqq \overline{r_{k, a, w, v, 0}} \geqq-\exp \left(-c 2^{k(1-\eta)} / \varepsilon^{2}\right) \tag{6.16}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
-\exp \left(-C / \varepsilon^{2}\right) \leqq f_{\infty} \leqq 0 \tag{6.17}
\end{equation*}
$$
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