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Abstract. We continue our program to establish the Higgs mechanism and
mass gap for the abelian Higgs model in two and three dimensions. We develop
a multiscale cluster expansion for the high frequency modes of the theory,
within a framework of iterated renormalization group transformations. The
expansions yield decoupling properties needed for a proof of exponential decay
of correlations. The result of this analysis is a gauge invariant unit lattice theory
with a deep Higgs potential of the shape required to exhibit the Higgs
mechanism.
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1. Introduction

We wish to establish the existence of a mass gap for the abelian Higgs model on the
subspace of gauge invariant observables. Earlier work on this problem has led to a
method to establish these results and to a partial solution [ 1, 2]. Herc we continue
this study with the development of a multiscale expansion suitable for the problem.
The basic formulation of the model is given in [2]. We consider an action function
S? which is defined for a gauge theory on a lattice with spacing e. We use the Wilson
form of lattice action, which is gauge invariant. Thus it is important to consider
gauge invariant observables such as loop variables

u(y) =exp [ Y ieaA(b)}, (1.1)
bevy
where 7 is a closed curve on the lattice, or string variables
s(x, 3, 1) = (x) exp (ie-fr bZr A(b)> Py), (1.2)

where I' is a lattice curve from x to y. These variables must be renormalized
appropriately, by multiplying or subtracting e¢-dependent terms. For gauge
invariant operators (but not in general) we expect exponential clustering in the
equilibrium state defined by S°. This state is given by the limit of normalized finite
volume expectations

(B)= ;—je*SEB(u, DTuG . (1.3)

(We assume periodic boundary conditions, but this is not crucial since as a
corollary we establish the existence of the infinite volume limit.) Thus for gauge
invariant functions B, C we expect

[(BCY—{B){CH|£0(1)exp[ —mdist(B, C)], (1.4)

where 0 <m and dist(B, C) denotes the distance between the supports of B and C.
For unit lattice models, (1.4) was established in [3] and here we investigate the
corresponding estimates uniformly in the lattice spacing e.

The exponential decay or mass gap is intimately connected with the Higgs
mechanism. We see the Higgs mechanism at work through the evolution of the
effective action as we proceed lower in momentum. The action on the &-lattice
appears almost massless, but as we approach the unit lattice, the Higgs potential
exhibits a pronounced ring of minima at |¢| = 9, which leads to a mass term for the
gauge field. The apparently massless rotational degrees of freedom of ¢ can be
gauged away.

To obtain decay, we need a convergent expansion with a small parameter.
Thus, werestrict the coupling constants (e, 4) to be sufficiently smallin order to use
cluster expansions. Such methods yield a nonperturbative analysis of the vacuum
state, by explicitly displaying the exponential decay (1.4). Classically, the gauge
field mass is of order e/A!/2, so we choose this ratio to be a fixed number of order
unity.

The general ideas of these methods were described in our earlier papers
[1,2,4]. Gauge invariance enters in a crucial way, both in the Higgs mechanism
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described above and in the control of ultraviolet divergences. By separating high
and low momentum parts of the interaction in a gauge invariant way, we can
choose convenient gauges to discuss renormalization of the high momentum part
and to discuss the spectrum of the Hamiltonian in the low momentum region.

In the present paper, we consider clustering properties of the high frequency
modes of the model. Our goal is an exact expression for the effective action on the
unit lattice. The expression is complicated by the need to treat large field or large
action regions differently from the perturbative, small field regions. The effective
unit lattice theory is, however, similar in spirit to the one considered in [3]. A final
cluster expansion will be performed on this theory in another paper, and the proof
of clustering and of the existence of the mass gap will then be complete.

The dual requirements of clustering and of the renormalization group force us
to develop a cluster expansion for each frequency mode separately. We formulate
an inductive form of the model after k renormalization group transformations, and
then the bulk of this paper is devoted to clustering of the (k + 1)-st mode in the next
renormalization transformation.

The heart of our method is the way we accomplish changes of gauge without
spoiling the exponential decoupling properties of the functional integral. We
integrate out each frequency mode using a simple “tree” gauge on blocks (called
axial gauge). After a number of modes have been integrated out, such gauges are
not sufficiently regular to allow control of all the terms in the expansion. This is
expected even in perturbation theory, where only gauges such as the Landau gauge
are well behaved in the ultraviolet. Thus we must change the gauge in which those
modes are expressed in the effective action. In keeping with the locality
requirements of the cluster expansion, the change of gauge must be performed in
patches, with slightly different changes on the overlaps. It turns out that the effects
of the lack of alignment are small, and this way we avoid building up effects over
long distances — something that tends to happen when changing gauges globally.

A similar problem occurs in our treatment of the effective unit lattice model.
We have to change from the Landau gauge to the unitary gauge that is best suited
for exhibiting the Higgs mechanism. Again, this must be accomplished without
spoiling decoupling. Thus the method for changing gauges is the crucial aspect of
our analysis, both for high momenta and for low momenta.

This paperis organized as follows. Havingdiscussed Green’s functionsin [2] as
global operators, we start by introducing localized forms of these operators which
are better suited to the cluster expansion. We replace kernels G(x, y) with kernels
Goo(x, ¥)=G(x, y)(x,y), where { is smooth and supported in some neighborhood
of x=y. This section also serves to review the roles of the various operators. We
then briefly describe the cluster expansion in the first renormalization step. This
leads to the formulation of the inductive hypothesis for the form of the model after
k renormalization steps. Finally, we describe thc expansion in the general
renormalization step. Usually we are able to prove the necessary convergence
estimates as we describe each part of the expansion. This has the advantage of
allowing us to consider each part in isolation, without worrying about the overall
structure. Unfortunately this philosophy cannot be applied to the large field
estimates. For these we find it necessary to postpone the estimates of convergence
until integration over the final set of fields on the unit lattice. However, using the
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expected small factors arising from terms in the action with large fields, we show
how convergence will eventually be obtained. We also assumeestimatessimilar to
those proven in [5] on the perturbation theory for this model.

2. Localized Kernels

In the previous paper [2], a number of operators arose from the application of
renormalization transformations to the Gaussian approximation to the Higgs
model. (Equation numbers from that paper will be prefixed here by I.) Exponential
tails in the kernels of these approximately local operators are unavoidable.
However, they are inconvenient for our analysis here, since they interfere with the
decoupling of distant regions of space-time. Therefore, we introduce localized
versions in which the tail has been cut off at a sufficiently large distance. In
addition, for operators depending on an external gauge field, the dependence will
be reduced to a bounded region. The use of the localized operators instead of the
exact ones will introduce small error terms that are easily controlled.

Let us consider gauge field operators first. The minimizer H, maps unit lattice
bond fields to y-lattice bond fields, n = L™*. The configuration A = H,B minimizes
the Landau gauge y-lattice gauge field action under the constraint Q, A =B. We
define H, starting with a large but fixed torus T, , of size O(e '), say, in each lattice
direction. [Recall our convention that subscripts on tori T or T indicate the lattice
spacing (in this case ¢); superscripts (k) indicate the number of times the initial
lattice has been decimated.] This avoids spurious dependence on the lattice T, on
which we put our model, and so simplifies the infinite volume limit. (Alternatively
we could take the limit T;, , » € Z) Construct a translation invariant localization
function {, such that

“0={7 ¢ s 12t el
and such that {, is a smooth function of b. Here be T,, b'e T{¥, and
e, =(Lre) 4™ D2 ) =(LFe)* 4],
rle)=loge, ",  r>1. (2.3)

Then the localized version of H, has a kernel
Hy 1oe(b, b)) =L, (b, b')H (b, D). (2.4)

There is no ambiguity because {, permits a sampling only of b near b', rclative to
the size of T ,,; H, is also translation invariant. Since {, is smooth, H; ,,. inherits
the regularity and decay properties of H,, see (1.7.2.2). So we have

[Hy 1oc(b, b)| S ce 4B ®-07, (2.5)
Hy 10o(b,b)=0 for dist(b,b)=%r(e), (2.6)
|Hk,loc(ba b/) - Hk(bs bl)] é e —cr(ek)e T edisib.b) s (27)

and similarly for 0H, ., 0*H, ,,.. and for Holder derivatives of H, ,,. of order less
than two.
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Next we consider C®), the covariance of the k-th step gauge field. This is defined
on the unit lattice T{¥,. First define

if dist(by, by) <5r(er).
otherwise,

(k)
C®(by,b,)= {g (b1, 52) (2.8)

and extend by translation invariance to T{¥. Then put

Cla=(I—0*Q)C(I~0*Q"); (2.9)

this insures that C{), like C®), satisfies the constraints from the renormalization
transformation and from the axial gauge conditions:

QCig=CieQ* = (2.10)
Y, Clodb,bo)= L Cf’él(bo, b)=0. (2.11)
bely, « bely,

(See [2, Chap. 2] for definitions of the block averaging operators Q, Q% and Q¢.) We
have estimates analogous to (2.5)-(2.7) for CX.
From C{). and H, ,,. we construct a localized n-lattice gauge field propagator
analogous to %,:
k- k=1

f/}k,loc—_- z HYn ¢ LJnH*LJ = Z G)-n (2.12)
<o .

Jjsloc~loc loc -
ji=o0

Superscripts Iy, 1, etc. indicate the lattice spacing for operators rescaled to
nonstandard lattices. This propagator derivesits regularity and decay from that of
C¥ and H, ;... Thus

loc
(Diroef) (D) Sce ™ COBISIRLD £ (2.13)

and similarly for derivatives of &, ,,. and Holder derivatives of order less than 2.
Furthermore,

L@k,loc(blabZ)ZO fOI' diSt(bh bz)g%r(ek),

and Z, .. is close to Z,, see (5.4.3) below.

The operator o, gives the quadratic form for the k-th-step field strengths
F®(p)=(ie,) ' logu(p). As before we construct a localized operator on T{¥ from g,
on T

1
olpi>p2), if dlSt(P1aPz)< "(ek >

= 2.14
O—k‘]oc(plz Pz) 0 , OtheTWISC , ( )

where p,, p, are plaquettes of T{¥. Recall from [2] that
o, =0 aGk Axa*) =QuI — q@ka*) i*, (2.15)

the second equality following from the change of gauge, (1.5.2.6). Writing &, in
hierarchical form as in (2.12) and using the regularity of H; 0 <j <k, we see that

lo(py, po)l Sce™<dstPur2 - for  dist(p,, p,)=c. (2.16)

[The rapid decay of the terms with small j compensates for the scaling factors
(I/n)~*.] Forclose p;, p, the kernel of g, can be large, of the order of § ~2. However,



262 T. Bataban, J. Z. Imbrie, and A. Jaffe

we shall only encounter situations where f*(p,)=(dA4) (p,)for p, near p,. Then we
prove that

(@S ) P)=1f Yl (2.17)

as follows. Write f®=0[JA+ f’, where [] is the characteristic function of a
neighborhood of p,. The distant part (a, f”)(p,) is easily estimated by || f®| . by
(2.16). The near part is similarly bounded since g, is a bounded operator on curls
[2]. It was also shown in [2] that g, is bounded from below. In view of (2.16) we
have that

|‘7k,loc(P1,P:z)_ak(l’bpz)l§CeAcr(gk)e‘CdiSI(pl'p2)a (2.13)
so that (2.16), (2.17) hold for o, ., and
Orroe2C>0 (2.19)
as well.
Another important kernel is the one generating the gauge transformation:
(O —2,0*%Q5*0)A=H, A+ 0C,A. (2.20)

The kernel C, is constructed from the basic gauge transformation D, which
changes the minimizer from axial to Landau gauge (1.5.1.1):

H, .B=H,B+0D,B. (2.21)

By changing gauge in each term in the hierarchical sum defining &, and applying
(I.5.3.1), we obtain

k-1 j J J
Co=Dit 3, DLV gk Qe (2.22)

The kernels of all these operators have an exponential decay on their respective
length scales; for D, the required estimate is (I.7.2.4). The sum over j is not well
controlled for close points; this will not be important for us. For more distant
points, however, the rapid decay of terms with small j controls the scalings and the
sum over j to yield a uniform bound

|Cp(x, )| S ce™ 4P dist(x, b) > c. (2.23)

Herexe T, ,, b'e T§¥*. Of course there is no uniform bound on dC,. The localized
version of C, is defined using another smooth cutoff:

S s
We then construct C, 1, on T{¥ from C, on T¢¥):
Crtoc X, b) = (%, ') Cx, b). (2.25)
Then C, .. also satisfies (2.23) and
|Chtoe(X, b)) — Cylx, b)| S e~ eried g medistin by, (2.26)

In the scalar field sector, we have the y-lattice propagators G,(£2, u) defined on
subsets €2 C T, with Neumann boundary conditions. To localize the dependence on
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u, we interpolate in a smooth fashion between operators with Neumann boundary
conditions on small cubes. Let {[],} be the collection ofi (e, _ 1)-cubes that can
be built from cubes of size M =0(1) as in [6]. Define

Gulu; x1,x,)= ‘é/laGk([ja, U; X1, X5) (2.27)

as a convex combination of Neumann propagators. The convex combination
varies smoothly with (x, + x,)/2; it involves at most 2 terms and is concentrated
on [], when (x, + x,)/2 is near the center of [],. We then put

Gk,loc(u; X15x2):C;cl(xl’x2)Gk(u; X15 Xz), (228)
where {}(x;, X,) is a smooth function of x; —x,,
. 1
0, if [x;—x5/2 7+ re—1)

L’(xl,xz)=1 4L : (2.29)

. 1
1, if |x;—x= ﬁ‘r(ek—l)

The boundary conditions are always at a distance O(r(e,)) from x;, X,, so a
straightforward application of the random walk expansion of [6] shows that

(G 1oe(t) £) (X)| < ce™ BRI ] (2.30)
(G tocl) [ — Gy, 1) f) (x)| S e~ e cdiGupptla | gy (2.31)
for dist(x, 2°) = O(r(e,)). [Each G,((]J,, u) is close to G(£2, u) for the relevant x;, x,,
therefore the convex combination and G, . are close also.] We assume that u is
smooth in the [],’s entering the sum in (2.27); for (2.31) we assume smoothness
throughout the subset Q CT,. This means that in a neighborhood of each [J, there

exists an 4, A such that
u=explien(A+04)] with |04, |0*A| < O(pley)). (2.32)

Here

ple)=lloge; '|?,  p=0(1) (2.33)

is our logarithmic scale for small fields. Bounds analogous to (2.30), (2.31) hold for
covariant derivatives and Holder derivatives of G, ,,.(u) of order less than two.
We use G, . to define a localized quadratic form for scalar fields,

Ay, o) =a I — al%Qk(u)Gk, loc(WQF (). (2.34)

Here we have simply replaced G,(£2, u) with G, |, in the definition of 4,(€, u); see
(I1.4.6.4). Hence

lAk,loc(u; x1>x2)_Ak(qu; Xlaxz)l

Se @izl for  dist({xy,x,}, 29> 0(r(e), (2.35)
|4k 1061t x4, X5)| S ce ™l (2.36)

1
Arocltts X1, X5)=0 for |x;—x,|= - re,_y). (2.37)

2L
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Again we assume u is smooth in the relevant regions; 4, ,,.(4; x, X,) depends on u
only in an O(r(e,))-neighborhood of x,, x,. Finally, in view of (2.35), the lower
bound (1.7.3.2) applies to 4, ,,.(1) as well. Let ¢ be supported in a region having an
r(e,) neighborhood where u is smooth. Then

(b, Aiod)pp zc ¥ [u(<b_, b, ))p(b.)—d(b-)I* —cepplen)” ¥ P(x))* (2.38)

bET{k)* xe Tz(k)

Finally, we need to construct a localized version of
CQ, u)=[(AQ, u)+aL 2 Qu*Qw)l 1", (2.39)

the single-scale propagator for the scalar field in the k-th step. We have already
replaced A4,(€, u) with 4, (). Let us assume u is smooth in a neighborhood of 4,
the region for the Dirichlet boundary conditions in (2.39). We define

CR(w)=[(Ay 106) +aL™>Q)* Q)] ] - (2.40)

This is of course a nonlocal operator, but by (2.38), C%¥(u) ! is bounded below and
a random walk expansion as in [6] can be used to prove that

|C% (s x 1, x5)| Sce ™l (2.41)

We shall actually use a convenient resummation of this expansion. The basic
expansion has the form
CPw=Y C,, (2.42)

where o is a walk on a lattice of spacing M = O(1). We define the localized form of
C%(u) to be

CA loc(u X1, XZ) Z/ Cw(xla XZ); (243)
where the prime indicates that only » remaining within 4r(e;) of x, x, are included.
Let X be a connected union of r(e;)-cubes, and let X° be the cubes of X not at the
boundary of X. We define

CA)X(u xl’ x2) Z.X Cw(xla x2) 5 (244)
where the sums runs over walks not included in }”, which remain within X° and
which intersect each cube of X° Then we define

CPW) =CProw) + 3, Cx(w), (2.45)
X

and the convergence and locality properties of the random walk expansion imply
the following facts about these operators. The local part C%,..(u; x1, x,) depends
only on u in an O(r(e,)) neighborhood of x,, x,; it vanishes for |x, — x,| >%re,) and
is bounded as in (2.41). The operator C{y(u) depends only on u in X. It vanishes
unless both arguments are in X, and is estimated as follows:

|CP x5 x4, x)| Se™ e, (2.46)
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Here and elsewhere, | X| refers to the number of r(e,)-cubes in X, not the volume of
X. This estimate can be summed over all connected sets X to show that

[C(/{(,)loc(u; X1,X5)— C‘P(“? X1, x2)| < e re g elximxal (2.47)

If X does not intersect A°, then C%y(u) does not depend on A; neither does
C®\oe(u; X1, x,) depend on A if dist({x,, x,}, 1) >3r(e,). In this case we write it as

Clou(u; x4, x5)= C¥hoe(u; X1, x,), A large enough. (2.48)

Note that all operators introduced through random walk expansions of C§(u) or
G,(Q, u) transform properly under gauge transformations, that is, by the difference
of the gauge transformation between the points of evaluation of the kernel.

Lastly we note that the single-step covariance for the gauge field can be given a
random walk expansion analogous to (2.45), with similar estimates:

C(/l;) = C(/f,)loc + ; C(/Ilc,)X . (249)

3. The First Renormalization Step

In this section we briefly and informally describe the sequence of operators
performed in the first renormalization step. This will serve to orient the reader in
the more detailed descriptions for the general step, and it will motivate the
inductive hypothesis for the general step. Most estimates will not be discussed here,
since they are special cases of those proven for the general step. We avoid formulae
in favor of verbal descriptions, except for the first few operations, which are special
to the first step.

We wish to give an expansion for the partition function, or for an unnormalized
expectation of an observable F. Thus we consider

[Fl= [ Qu@ e S™HF (3.1)

where F is a gauge-invariant function, a product of terms like |¢p(x)/?,
A(b_)u(b)p(b.), Re(iee®) Y(u(p)—1). Each such term may need to have an
appropriate constant subtracted in order to obtain e-independent bounds on the
full expectation

(Fy=[FJ/1]. (3:2)

These “Wick ordering” constants are given by perturbation theory to a low order,
and will be discussed carefully in a subsequent paper on the perturbation
expansions.

The action on T,, the e-lattice, is

1
Su.¢)= ¥ 8";;[1—Reu(p)]+%<¢,—é'i¢>+ Y eP@(x)+Eq+E;. (33)

pe T xeTg
& __ DEXNE
Here —A:=D*D:, and
1

P(§)= 2101 =5lo + 7 —zom* |9, (3.4
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We have taken the bare scalar field mass [coming from the radial curvature of
P(¢)] equal to1;othervaluescanbe achieved by scalings. We have included a mass
renormalization dm?=d6m?(e, 4,¢) and a vacuum energy renormalization E,
=E,(e, 4,¢|T)). The constant E,= E(e, T,) normalizes the integral (3.1) so that
lim [1]=1. (3.5)
A,e—0
We will be considering subsets X of the lattice ¥ obtained by decimating T,
k-times and scaling the resulting lattice spacing to a. We denote by X* the set of
bonds with both endpoints in X'; then X** denotes the set of plaquettes with all
four corners in X. A superscript ¢ denotes complement, so that X¢= TP\ X, X*¢
= T®*\ X*, etc. Thus X“*¢ includes bonds with one or both endpoints in X.
We rescale our expressions from T, to the unit lattice T,. The scalar field is
multiplied by ¢ ~“@~2/2 and we have

LF]= [PuZpoo(u, ), (3.6)

Qo(u,¢)=FeXp[— Y eo (1 —Reu(p) —3<{¢, — 4.4

pe T}

xeT, xeT;

— X Po@x)— ¥ %5m282|¢(X)|2—fo—E1}- (3.7

Here P, is the first in a sequence of scalar potentials forming the dominant term
after k steps:

1
Py¢)=L|pl* —2(Lie)* ] + m(ﬂ‘e)"- (3.8)

We use a rescaled coupling constant
Je=(Lre)* 742, (3.9)

and since e?/7.=0(1) we have also ¢f/4, =0(1), by (2.2). The constant &, includes
the scaling factors,

So=Eq—(d—2)|T|loge™". (3.10)

Each factor ¢ in F acquires a factor ¢~“~2/2 but we use the same notation.

Ultimately these scaling factors will be cancelled by successive rescalings back to
the original scale.

We begin to compute [ F] by integrating over u, ¢ under constraints given by
the block fields v, p on the L-lattice. This is the renormalization transformation,
described in the previous paper. With the gauge fix J,,(u), it takes the density

Qo(”, d)) to
oM, )= [ Qu2¢6(v/Qu)d o (u)F exp [— Y eq 2(1 —Reu(p))

—2aLl”*(p = Q). v — Qu)p) —3{¢, — 4,9
— T Po(d(x)— ¥ %(5m282|¢)(x)|2—(§’0—E(0)—E1J. (3.11)

X
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Here we define
E®= — TV log(al??/2m), (3.12)
which normalizes the transformation so that

[F]= [dvdyei(v, ). (3.13)
The first operation is a decomposition of the lattice into large and small field
regions. This is accomplished by means of a partition of unity,
1= z CABD)CZABD) . (314)
AD
Here A C T, is the small field region. It is composed of r(e,)-cubes, in each of
which the factor La@ enforces the following conditions:

ID.pl=pleo),  |w—Qu)p|=ple ), 1= 2 ' pleo)
I/ OPISpleg), where  fOp)=(ieg) " logu(p).

The factor CA(O)C forces at least one of these conditions to be violated somewhere in
each r(eg)-cube of A",

Later in this step we will introduce sets A4, A4, etc., which are obtained from
AP either by deleting r(e,)-cubes at the boundary of A4, or by deleting r(e,)-cubes
covering regions with “irrelevant” terms from the expansions. (These are terms
bounded by a high power of rescaled coupling constants.) In the k-th step we will
introduce analogous small field sets A%, AP, etc.

In the previous paper, we worked with the basic quadratic form (04, 0A4). This
is obtained now by expanding the Wilson action in powers of e,. In 4** we have
small f©), so we write

(3.15)

" (S p)*

)
eq *[1 —Reutpll =L OpP + 3 (~1r TP i)
=51 Op)* + Vo(p)+ Wo(p). (3.16)

We consider the expansion up to order 7 in ¢, explicitly, the remainder is called
“irrelevant” because it is bounded by cefp(e,)" " * < e’ ! for i1 large enough. The
first term, summed over A** gives rise to the quadratic form (A ** f©)
AL £O0 (Weuse A** to denote the set of plaquettes with all four corners in 4;
A* denotes the bonds with both endpoints in 4. The same symbols are used for the
corresponding characteristic functions.) The low order terms in e, arc new
interaction vertices.

For factors (ies?)” '(u(p)—1)=(ie) ‘e ¥*(u(p)—1) in the observable F,
pe AP** we expand:

160

(o) 52— )= 5. o B

:Frcl(p)+Firr(p)' (317)

The first three terms are relevant (for observables this means they do not go to zero
with ¢.) The others are included in F,(p). (Our use of the terms “relevant” and
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“irrelevant” is different from standard renormalization group language.) We sum
over these two terms for p € n(F)n AL ** where n(F) is the set of plaquettes having
factors Re(iee?)” '(u(p)— 1) in F (with multiplicity). Denote by B(F), &(F) the bond,
sites having factors :@(b_)u(b)p(b , ):, or :|¢(x)[*: in F. The result is the following
expansion for F:

F: Z l—l Firr(p) H FTEI(p)

S,rcn(F)r\A(O‘”** pPESH peSs pen(F)\A(OO)**
x Re(iee?) " '(u(p)—1) [1 @b Jub)p(b,): [T :l¢(x)*:.  (3.18)
beB(F) xe&(F)

The irrelevant part of the gauge field action is Mayer-expanded:

exp[ = X Thkl|= X ] -, (3.19)
pe A+ Spc AP pes,
We group together large-field regions and regions with irrelevant terms. Anticipat-
ing the structure of the induction, we define A{3"* as the union of r(e,)-cubes
covering A and all plaquettes in S, or S,. We divide 43" into connected
components {X,,}, and define
go(X,)= 2 2 [l

SrC n(F)mAgJ)**me; Spc A%))**rw X** pESH

X Firr(p) H Frel(p)

peESRNXEX pe(n(F)mXQ,‘}‘)\AEJO)**
x Re(iec?) " H(u(p)—1) [ @b )ub)p(b.):
beB(F)n X%,
< 1 el [T (e e —1)
Xeé(F)nX,, PeSy

X exp [ — ) i2(1 —Reu(p))

peng*c‘\/t(oo)** eO

= L (Po(@(x)+z0m?e?|p(x)* + El(x)):| : (3.20)

xe X \A(OO)

We have written E, = Y E,(x), E,(x) defined by fixing one vertex at x for each
XE T1
diagram defining E;.
The remaining r(e,)-cubes covering the support of F are divided into connected
components {X,}, and we put

FordXo)=" [T  Fualp) T :ob-Jubd)db.):

peX&nn(F) be X5nB(F)
x [ o). (3.21)
xeXsnE&(F)

Our density now takes the following form:

i)=Y ¥ [ DuZ Po(v/Qu)d p(U)C 4007 4

AD (X}

X l] gO(Xu)) H FO,lac(Xa') exp[_%<A£)0)**f(O)’A(()O)**f(0)>

—3aL™ > p—Qu)p, p — Qu)p> — 3K, (— A4, )
=Py 10l A7) — E— E'T, (3.22)
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where the basic interaction terms have been included in

Aol A= T (Poldx) +30mP RGP+ E)+ T Hifp). (323

xe A pe A+
These expressions have a form similar to that of the inductive hypothesis for the
general renormalization step, introduced in Sect. 4.1. Nevertheless, we continue in
an informal fashion with the first step, in order to outline the conceptual ideas

whose details are treated in the general case of the next chapter.
We beginwith a translation of the gauge field which takes the block field v out

of the é-functions of the renormalization transformation. Thus we put

wyuy,, if beBi(b)nAD*,
U= .
" up, otherwise.

=u(A*Q%*),, (3.24)

where the prefactor 4{”* indicates that what follows is present only for be A{*,
From the restrictions on the fields, we have that uj = e with |4} <cp(e,) in
A*, The axial gauge d-functions arc invariant under this translation. In A9,
o(v/Qu) becomes proportional to 6(QA4").

In the general step, a gauge transformation is needed at this point. However, it
is unnecessary here.

The quadratic form for the gauge field in A{** is

<A(10)**f(0)’ A(l())**f(O)>

= {AO*OA + L™ 2Q°%f), AD**(0A' + L™ 2Q°*/)>, (3.25)
where
f(p)=(ie))” " logu(p). (3.26)
A second translation is needed to remove the term linear in A’. We put
A=A — AQ* 7 2CQ0*Q*f (3.27)

which does not precisely eliminate the linear term. However, it is local, and away
from 044 the linear term is extremely small. If we neglect terms at A% and
localized terms of the order of e~ we obtain the main quadratic forms for
block and fluctuation fields:

CAPFHAO, AUy + (AL, 5t o AL

The prime denotes decimation (taking the corners of blocks only); the superscript
L indicates the block lattice spacing.
Let us write the background gauge field in AL* in terms of A4©. Tt is

u=(Q"*v)explieq(4” — AP*L™2CRRO*Q°*/)]. (3.28)

We wish to expand in A© in the scalar field quadratic forms, and in the
observables F .., where this gauge field appears. This will give us scalar field
forms that depend only on the block gauge field. Let 6, be the characteristic
function of A% We expand in 0,4'%. For terms of zeroth order in 0,4© we have
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a background gauge field
uy = (AV*Q%0) (AQ*U) expieg A* L2 CRIO*Q*f) .

Here u'® =exp(ie,4?). Terms of first or higher order in 0,4° will be treated as
interactions.
The expansion yields for the scalar field forms

3aL” 2 = Q(u)p, p — Qu)p> +3{, — A P> =3aL™*Cp— Quy)d, p— Oluy)¢)
+34h, — 4,00 + ROu,,0,4") + 3 WD), (3.29)
[m]

where R® contains the first 71 orders in A (or in e,) and the higher order,
irrelevant, local terms are incorporated in W{%([]). (These terms can always be
localized to some r(e)-cube [].) Similarly each factor F (X ,) is written as a sum
of two terms: the first m orders in e,, and the remainder which is bounded
uniformly in & for an appropriate choice of .

The next step is a scalar field translation to remove the termlinear in ¢ in (3.29).
Again we make a local translation,

$=¢+aL 2 AP Cigdu,)Q*(uy )y . (3.30)

Neglecting terms at 04 and local terms [range O(r(e,))] of the order of e ~"*?), we
obtain the basic quadratic forms in ¢© and v:

3 (= Ay +aL”™2Quy)*Quy )P > +3 (AL, AT 1oelu) A ) . (3.31)
In the small field region A’ we have small block fields:

lo(p)— 1S ceopleg), WIS cpleo)io 1*,

3.32
(Da, ) (D) Scpleg),  b'eAP*, (3.32)

where u,(b")=1u,(Kb_,b,>). We change nothing, then, by inserting a factor
1, a0 (v, ) Wthh enforces these conditions by means of approximate character-
istic functions. Similarly, it can be shown that

A< cpleg) in AP*,  [$V[<cpleg) in AP*, (3.33)

and we inset a factor y/,. enforcing these bounds in A%O).

We now consider now the interaction terms 2, ,,(AY”) and Ru,,0,4?), and
reorganize them as follows. Vertices are restricted to AY), and terms whose
combined order in e and A'/? is greater than i1 are removed. The result is a standard
set of terms which will appear at each iteration step. Here they are grouped into an
interaction V(A u,, A, '), a polynomialin A” and ¢'®. All other terms are
either localized near A or else are of high order in couplings. The other terms are

written as Y W{%([), each term localized at an r(e,)-cube, and we have a bound
g
(WD) < e™(e/eo)*. (3.34)

Here >0 is a fixed small power, x> d is a fixed large power, and ¢, is the lattice
spacing to terminate the induction.

o =2¢’ min{1,(84/e*)!/?} . (3.35)
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The bound (3.34) is sufficient for a rough treatment of such terms, since (I¥e/e,)* is
summable on k even with an entropy factor (I¥e/ey) ™. Terms satisfying such
bounds are called irrelevant.

We avoid any further consideration of the irrelevant terms by Mayer-
expanding them as in (3.19). This includes terms W{°([7), Wi%([J), as well as the
small terms neglected in obtaining the quadratic forms for A©), f, ¢©, and .
Grouping all irrelevant terms localized in [ into W °([]J), we write

exp(— L WD) = 1 11 (exp(= W@y -1). (3.36)

In a similar fashion we break off the low order terms in the observables, and we
obtain a sum of terms, depending on whether the relevant or irrelevant parts of
Fi.10d(X,) are chosen. (For observable terms, irrelevant means bounded independ-
ently of ¢.)

We then avoid regions with irrelevant terms exp(— W °([]))—1 or from
Fi 10X ). Subtract from AY all such regions; call the result A and define A by
deleting an r(ey)-collar from it.

The original characteristic functions Lag are inconvenient for our subsequent
analysis because they couple block and fluctuation fields. We remove them, relying
onlyon y, 40 and /A(O) for restrictions. This means we expand each characteristic
function as y =1— x5 We obtain a sum of regions At which contains only 1-terms:

XA<90)= Z C/;t(gmc. (3.37)
A0
Here the function CAW forces some field to be large (}) in each r(ey)-cube of
A\AQ. Then A9 is defined by deleting a collar from A,

We now are prepared to calculate the integral over ¢‘°), A© in AT, We write
the integrals there as normalized Gaussian integrals with conditioning at the
boundary of A4(}). This conditioning is given by ¢®, 4@ in A}, and is a source of
some nonlocal effects which must be dealt with. First of all the normalization
factors for the Gaussian integral depend on the fields in 4. These can be written
as the normalization factors without conditioning, Z ;g\, Z 4o(11;) times quadra-
tic forms in ¢(0)|A(0)c, A© |age- These forms are nonlocal andlthey must be given
random walk expdnswns Sé)condly, there are cross terms between the fields in A%
and in 4% in the exponent in the normalized Gaussian integral. We take care of
most of these with a translation localized near the boundary of A%). The residual
linear terms, of the order of e ~"®®: are left (resulting in an uncentered Gaussian)
and produce small effects in the cluster expansion.

The result is a small-field integral of the following form:

fd#(o) ( O)” d)(O)H ! m n FO loc 61) CXp l:f V(O)(A(in)aulsA(O)a (b(()))_ Z WS(O)(AX)] .
X

(3.38)

Here A©”, ¢ are the translated fields, and the terms W{%(X) come from the

random walk expansion mentioned above. The complete expression for our

density is of course much more complicated; we focus on this because it is the only
remaining nonlocal effect. We give a cluster expansion for it now.

Without going into details, it is worth remarking that if we pull out the terms in

V© which are independent of ¢©@, A© (call these V%), all other terms are

const/>
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uniformly small (bounded by a power of e,) because of the restrictions on the fields.
The cluster expansion puts the integral (3.38) in polymer form,

eV Y [T g5(X,). (3.39)
{Xa} «
The polymer functions g, depend only on fields in X, and exhibit exponential
decay in | X,|.

The clusters X, intersection 4{} have some dependence on ¢ g, A yqpc.
The remaining clusters have completely decoupled from the large field region. We
denotetheregion they cover by 4(%. In this region we resum the cluster expansion
and use perturbative expansions to calculate the effective action for v, .

The resummed integral in A(%) is written as

ZF(A(O))
(A7)

zp(AY) = exp(logz(41%Y)). (3.40)
The first factor is the expectation of the portion of the observable in 4% in the
interacting fluctuation measure. The exponent is the effective action, which is
calculated as follows. We interpolate the interaction V@ — V{9 _ with a prefactor .
At the same time we interpolate away the characteristic functions ¥’ in 4. The
perturbative part of the effective action is

2= Y - IOgZ(/I(O’)It 05 (3.41)
a=1

ol di*
and the remainder involves truncated expectation values in the interacting
fluctuation measure with parameter ¢ € [0, 1]. These truncated expectation values
can be given a cluster expansion exhibiting their locality properties. Since they
involve at least 41 interactions, the estimate on the resulting clusters is
improved; there is a high power of couplings or a large field effect from a derivative
of . Thus the remainder is expressed as 2 W{%(X), a sum of localized, irrelevant
terms.

The perturbative terms involve a set of diagrams, the propagators of which are
fluctuation covariances C‘Ao()a), C‘AO()U)(ul) with Dirichlet boundary conditions on A4%).
These nonlocal covariances are replaced with our standard localized ones, C{?) and
C{9(u,), with the difference given a random walk expansion. Any term involving a
covariance other than C{%) or C{%(u,) is extremely small, O(e "), and localized
with an exponential decay. For simplicity we extend the range of integration of
vertices to all of 4Y; the difference involves only small, local terms in 44",
As a result of these changes we have

Vs AE") + 214 =P 1o AE”) + X We'(X). (3.41)

A perturbative contribution to zp(A4%)/z(4)) is also extracted through
integration by parts. When the order in couplings is high enough, the expectation
is calculated with the cluster expansion. Nonlocal covariances in the perturbative
part are replaced with local ones as above.

In a final operation, we Mayer-expand the irrelevant terms W{?" and W .
The region A% is defined as the part of A4(%) free of irrelevant terms, either from the
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exponent or from the observable. All the terms associated with the connected
components {X,} of the large-field region A{%)° are grouped into large field
functions g,(X,). We rescale the L-lattice of blocks to unit lattice spacing. From
the block field p we get a contribution to the normalization energy:
E©=(d—-2)(logL)| TV, (3.42)
and we put
& =6y+EQ+EY", (3.43)

The result is the following expression for our density:

0,(v,p)= jJuAm)c*/l Agor n g1(X ) 1 Fl,loc(Xo)Z(/%%)‘*‘ZA(o( 1)
(X} ?
Xexp[w—1—<A(50)’**f“)so-l IocA(SO),**f(l)>
=3 AP, A 1ot AL W) =Py 1o A~ 61]. (3.44)

We write explicitly the integral over u® in A%)°* because in general, normalization
factors Z}(u,) will depend on u® | sipes through the background field u,. We have
also introduced the rescaled field strengthf Y(p)=(ie;,) " 'logu(p). The expression
(3.44) will serve as a model for our starting point for the general step.

4. The Inductive Hypothesis

Our starting point is an expression like (3.44) which depends on fields, u, ¢ on the
unit lattice. These were the fields, v, y on the L-lattice in the previous step, but we
have rescaled and renamed them. We assume that we have already performed k
renormalization transformations and expansions of the type we are about to
describe. Thus the unit lattice here corresponds to the I¥¢ lattice if we had done no
rescalings. The original lattice T, is now T,, n=L"* we assume that Lc<eg,
=min{1, (8//e?) ”2}e with >0 small and e<1. Thus we are stopping the
inductive expansion somewhat before either of the two lengths in the problem are
reached. The length 1 comes from the curvature of the scalar potential, the length
(82/€%)'/2 comes from the curvature of the vector field potential when ¢ is replaced
by a value minimizing its potential. When [f¢>¢, we apply a final cluster
expansion designed to exhibit the Higgs mechanisms. This will be the subject of the
next paper in the series. The expected correlation length is of order
[=max{1,(84/e?)"/?}.
Our k-step density has the form

o, )= Y | ﬂ [Zu 4] 04t D { X} {u}),

X} J=

Q;((Ua d)e { (u}ﬁ lu“)})
k—1
oo TR T ForodXo) T] (22 )
) o j=

X xpL 5 YIRS, g o AR 10
W%<A(8k - l)l(ba Ak.luc(uk)A(Sk - 1)I¢> =&, 1oc(A(8k B 1)) — & 4.1)
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If we integrate this density over the u, ¢ variables, we obtain our original
unnormalized expectation [F]. The measure du'? is the normalized measure on
1), fdu?=1.

We now explain the various elements of this formula. Each X, is a union of
r(e,_ )-cubes of the L™ '-lattice, and the X s do not overlap. Each X, also specifies
subsets A9NX_ for 0<j<k—1,0<2<13. These are unions of r(e;)-cubes of the
Lin-lattice. These sets satisfy compatibility conditions arising from our construc-
tions. In particular, with Ay = (J (1Y°nX ), we have A C A5V for j=1. We

have covered already the case j =0, which is slightly different. For j=1,2=1,...,8,
11 the sets A are determined by 4%, by subtracting collar neighborhoods of
widthr(e;) in the L/n-lattice. We have AY'C AY) | The sets 4Y}, 47} need not lose
anything from AY), 4Y}, though they may be smaller. The sets AY), A4} lose a collar
from A, 49, which may be smaller than 4§, 44, These sets will be defined below
in a manner analogous to that in the first step. We define A4} as the set in T, -,
obtained as the union of I/-blocks at the points of AY. The factors g,(X,,) represent
the effect of large fields or irrelevant interactions from all previous steps. The
factors g,(X ) depend on u”, 0<j<k—1 and on u, ¢.

The external gauge field appearing throughout the initial density is u,. It
depends on all the u" [or equivalently, the AV =(ie;)” ' logu"’]; but in AL~ V* it
simplifies to

= (Qi*u) exp(—iegn 7 100 Qi* f ), (4.2)

where f®(p)=(ie,)” ' logu(p). This is just a localized version of (I.4.5.4).

The form of u, in A%~ Y*¢ is quite complicated; we will see it as we construct
u; 41 in the induction step. It is important now only to know thatu, , depends only
on the fields uY, u in a neighborhood of b of size r(e, _;)/2L on T{*¥. Furthermore,
the configuration is smooth in the sense that for each j<k (and lattice spacing
{=L7Y), and for each r(e;)-cube [J in AV, there exists a gauge transformation
u, —uj such that

uip=explie;,L 7 A3)  with A7), [(0*A%) (P, [(0* A () Scplei(e)  (4.3)

in [J. In the k-th step the behavior of u, in A%~ Y*° matters only in operations
involving the Gaussian normalization factors.

The configuration u, on T.* gives a configuration i, on T{¥* by taking a
product along the bond in T”"* ie.,

U p=u(<b_.b.>). (4.4)

The factor L, g 10 gives restrictions on u, ¢ in A%~ 1. The following are
implied by the smoothed characteristic functions in L, age -1

|f PPl =cple), pedy™**,
(Da, @) (b)| Scpley),  beAF™ 1™,
P Sk Yiple, if (K leyf<i,  xedf !,
(@0l —(82) " A(Lke) ™22 < c(Lie) 'pley), if (L 'e)f'z=4,  xedf™ "

(4.5)
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We have incorporated some rescaling factors (powers of L) and the difference
between p(e,) and p(e, _,) into the constant c.
The Gaussian normalization factors are given now, in a rescaled form.

2 "i Jore = IQAA(J’C*COAX 4 (A)0 g e QATE*A)
xexp(—5 (AVE* A, 0* a1 oAV A) — EY, | AY5*), (4.6)

} loc

where A lies on the I/y-lattice. The subscript to %4 indicates where an A-field is
integrated; the subscripts to d,, and 6(Q A) indicate which blocks have axial gauge
conditions and which block bonds have conditions on QA. We have Dirichlet
boundary conditions in 4{¥*. We have included a constant factor to take care of
the scalings and make this independent of k. It is defined using

EY,= —log [2 (Lin)d- 2)/2:| 4.7
“A(j)C*cH — lA(J)c*ci |A(J)’ ( 1), |A(1)'c*cl' (4.8)

Here || AY%*°| is the number of free integrations in AY)*c after enforcing the
o-functions.
Similarly for the scalar field we have

Z(AU) (u) = fj¢A(1>eXp( 2<A10¢ Afjl,(lxc u)+al” *P( (1) A%¢> El(cj,l)sl/l({g)ﬁ

(4.9)

with
P(Uk) = Q(uk)*Q(uk)v (4.10)
EY = —(d—2)logLn. 4.11)

The interactions of u, ¢ are in 2, ,,.(4% ). The subscript loc indicates that the
terms therein couple fields no farther than O(r(e,-,)) apart. 2, . Is given by a
perturbation expansion up to some fixed order 77, which we describe in detail in a
later paper. For the present analysis, it is sufficient to describe a few basic features
of % 1oc-

The gauge field propagator in % .. 1S % 10c [except for some renormalization

k=1

transformation vertices, where it is z G, see (2.12)} and the scalar field

=1
propagator is G, ,,.(1,). The fields u, ¢ appear in the diagrams through the #-lattice
minimizers u, and

(\bk = akaA loc(uk)Q;ck(uk)d) > (41 2)
Jdp)=(iexn?)” oguy(p). (4.13)

Propagators and external fields are connected together at vertices which arise from
an expansion of the n-lattice action. Vertices are restricted to A% ~"); for vertices
involving the gauge field the restriction is accomplished by means of a function h,
multiplying each vector field leg at the vertex. The function h, changes smoothly
from 0 to 1 in a neighborhood of A§~V*
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The dominant term for the scalar field is P, (¢,), where

Pud) = Auldl* — L0 |62+

STILLE (4.14)

Under the restrictions in y,, |Py(d,) < cple,)*. At Pi-vertices with [ external legs, we
have its [-th derivative

PGS cAil*ple)* ™, for (Fe)'sh,
PG Sc(Lo)'plen)* ", for (Le)'> 4.

In fact all terms except Py(¢,) in 2 1, obey bounds O(ef ~*(Lfe/ey)'* =), with o> 0,
small, a<f. If ¢ or u obey better bounds, then there is a corresponding
improvement in bounds on terms in %, ... We will prove a general theorem on
estimates on perturbation expansions in a later paper.

Also in %, ,,. are vacuum energy and mass renormalization counterterms,
properly localized. In &, we keep track of normalization energies occurring over
the whole lattice. This includes the basic normalization counterterm E,, and
factors from scaling and from normalization of renormalization transformations.

The observable is treated in a manner analogous to #, ,,. Each factor
Fi 10d(X ) 1s a perturbative expansion to order m of some of the factorsin F [thosc
located in X, a connected union of r(e¢, _;)-cubes] with the same propagators,
vertices, and external fields as before. The only difference is that the connected
diagrams have at least one vertex from the observable F(X ). Also the expansion is
taken to a lower order in coupling constants for most F’s. The order depends on
how singular Fis. Thesets X ; are the connected components of the smallest union
of (e, _ )-cubes covering all vertices of all diagrams in the expansion for F(A{; ).

As in the case of the effective action, the remainders from the perturbation
expansion for F(X ) were included in the hole functional g,(X ). In the case of the
effective action remainder terms, this was possible because of a sufficiently high
power of ef “%(Ife/ey)!*~*; in the case of the observable it is possible when terms
obey bounds uniform in k and ¢. The bounds may depend on the numbers of fields
of various kinds in F, and how close they approach one another. The perturbative
terms in F(X,) are considered more carefully to show that they obey bounds
independent of ¢. Cancellations with “Wick ordering” subtractions must be
performed to obtain bounds which depend only on I*e. For example, as long as
(I¥e)* < 2, we expect for the expansion arising from :|¢(x)|?: a bound of the order of
(L Ye)?)> 79+ A M2 ple, — ;)* (with the first factor replaced by log ¥~ '¢ if d=2).
According to our convention, the perturbative terms in F(X ,) and &, . are called
“relevant” because in each case they contain insufficiently many powers of
coupling constants for brute force estimation.

Finally, we assume that every factor or termin our starting expression is gauge
invariant in the following senses. Gauge transformations

Uy b—’uk‘hf’fiek"(w")(b) s ¢(x)—’¢(x)€iek}'(x) (4.16)

(4.15)

leave each expression invariant. We will need to use only gauge transformations

supported in A5 1), so the terms in question are scalar field forms, interaction

terms in 2%, ,,. renormalized observables F, ;... characteristic functions 7, -1,
. . (k. A}



Abelian Higgs Model 277

and the normalization factors ZAm(uk) However, all expressions possess this
invariance, even those that are buried in the inductive definition of g.- Note that 4
above is any real function on T,, although only its values on T{*) are relevant for ¢.
We call these transformations background gauge transformations, because the
integration variables u", u are not involved. In fact, transforming these fields
would affect the axial gauge conditions and the gauge field renormalization
transformations. These are invariant under only a very restricted class of
transformations, which we describe now.

The second kind of gauge invariance is called block field gauge invariance, and
is invariance under

ub__mbe—iek(a;.)(b) (b(x)_,eiekl(x)’
U —u) exp[ — ie, Lin(@"QE A ()], if  be AP, (4.17)
u-uld | otherwise,

for / a function on T{¥. Here Q;, denotes the averaging operator for real-valued
functions on sites. The dependence of u, and u and the u is such that the above
transformations induce the gauge transformation u, ,—u, ,exp[ —ie#(0"Q;*2)],
and thus we have invariance in the previous sense. Here, however, the variables u
and uY are also transformed, but in a way that does not affect the é-functions
giving the axial gauge conditions and gauge field renormalization transforma-
tions. We remark that the first translation of u in 4’* accounts for the lack of a
transformation there in (4.17).

In both types of gauge transformations we would have rotations of the earlier
fields qS“lAmc which are integrated over in g,. But since the measure d¢¥ is
rotatlonallyomvarlant no account need be made of these rotations.

5. Renormalization and Decoupling in the General Step
5.1. Renormalization Transformation

A density of g;,,(v,y) is obtained by applying the renormalization transfor-
mations of [ 1] to g; as follows:

Ql‘ +1 U w Z TL l:[ II duA{ Jek a,L,u;(Q;c(ua d)a {Xw}’ {u(j)})J

X}

il

S [ Gud(v/Qu) | j[[o DU [ 29

{X o}
x exp[ —LaL™*(yp = Qu)d, p — Qu) > — E¥Toi(u, d, {X .}, {u"}).
(5.1.1)
Here a~1 is fixed throughout, and the normalization is
E® = _log(al®?/2m). (5.1.2)

We normalize the é-function on U(1) so that

[dudu)fu)=f(1), [du=1. (5.1.3)
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Under gauge transformations / of u, ¢, u"” that vanish on points of T,** 1V, we see
that the é-functions and g, are invariant. Since u, also transforms by A, we have
Q(uy)¢ invariant as well. Thus no change is made if we insert the axial gauge
conditions

oadw)=[] [T o) (5.1.4)

ye T;“)’ xeB(y),x*y

into the u-integral above.

5.2. Restrictions on the Fields

We insert a partition of unity under the integrals:

1:

(k1) (k= 1) (k= 1)r% (k — 1) 7%
PycaAfs= 1 Pycafs Py Al PyC Ak

x [Tz I xIlo 11 »n

xePy xEA(IkB’U’\P,C yePy yEA(l‘g‘l)”\Py

x I % [1 w I % [1 Ips (5.2.1)

bePy bEA‘l’;‘”"‘\Pz7 peP, peA(‘k}‘“’**\Pp

where we denote

o {x(i»kp(ek),icﬁ(x)l), if (e <z
BT i)™ e, 11— (82) ™ VA(Lke) =202y, if (Lre)z
=1-7%,

(5.2.2)
%y =1(pley)s [(p — Q(u)p) (M =1—1;,

At each x, y, b, or p where a y° factor is present, we expect to obtain small factors
exp(—cpley)?) L ek, for any k, using the positivity of terms in the action.

The function y(p, x) is defined as follows: We let (1, x) be aneven, C* function,
equal to zero for |x|>1, and equal to one for |x|£9/10, and with

(1, x)| <c"n™ forall n,x. (5.2.3)
ldx
Then we put
xpx)= (1, x/p). (5.2.4)

The restrictions on |¢| are best understood by looking at the leading term in
Py 10es Pl@i) = Pi{¢), where

1
Py(¢)=Axl* —4(Lie)*|§I* + 647 (Lfe)!
=2illpl—00)* +(24) (1] — 20)* +2(Le)* (1] —20)*,
d—2

00=(84)""2(Ike) 2 . (5.2.5)
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For (I¥e)! < 2, the quartic term gets larger before the quadratic term, whereas for
(L¥e)!> )., the quadratic term gets large first. It is easy to see that for |¢(x)| in the

support of 75, Py(¢(x)) = O(p(ey)?).

We define the small field region 4§ as the union of r(e,)-blocks, none of whose
points are in A¥; "¢, P, or in bonds, plaquettes, or blocks in P,, P, P, The
regions A%, 0< o <8 are thus determined. We resum the partition of unity to
obtain

I=3 Capoetago (5.2.6)
449

where

Cmok)c = 2 Il 7 [ Lx

Py,Py,Py, P, xePy xeA(l’;“U/\Px\Ag"

IT % [ Ip>

pePy  peAfsT P, AG (5.2.7)
K= Tl dar TT 2y
XEA(D“) pEA(ok)**

Here the sum is over subsets compatible with A, A% 1)
Our density now has the form

Falww)= Y Y [DuDPo(u)ov/Qu)| H “Amr*(mk)f//ﬂk)

X} AGO

X Lk, A - [T8(X o) [T Fr1oeX o) Ho [Z(,{%{))m ZY f (1) ]
[0} a ji=
xexpL— (AL IR g o 447w 0y

—zaL”*{p—Qu) o,y — Qu)d)
—3CAET D, Ay o)AV DY — Py oAV~ 6, —EW]. (528)

Let us remark that having imposed the axial gauge conditions, we resign from
all but the following restricted block field gauge invariance:

wy_,lpyeiekl(y) , ¢x_)¢xeiek(Q’*/~)(X) s
Uy — Uy, le—iekL(EL).)(h’)’ ub_’uhe~iek(6Q’*).)(b)’ (529)
NLJ j
u > ul) exp(—ie L/n(@"Q ;1 A) (b)),  beAP* only.

These transformations represent exactly the gauge invariance that was not broken
by the axial gauge conditions but was broken by the renormalization transforma-
tion. By compensating with transformations of the block fields v, 1, we again have
an invariance. This restricted gauge invariance we intend to preserve in all
subsequent operations. For example, it is easily seen that the characteristic
functions we have inserted are invariant. After integrating over ¢, the ¢-rotation
becomesirrelevantand we will obtain the block field invariance at the next scale, as
described in the induction hypothesis.

In an analogous fashion, p must be rotated when performing a general
background gauge transformation. After integrating over ¢ we will obtain the
invariance (4.17) at the next scale.
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5.3. First Gauge Field Translation

The first translation is done in 4A{*, and it removes the v-field from the §-functions
there. As in (3.24) we put

u=u(AP*Q*v), (5.3.1)

cf. also (1.6.2). (The reader may wish to refer to chapter 6 of [2], where the effects of
the translations are followed without the complications of the large field regions.)
Using the restrictions |u(p) —1| < eple,) in A¥** and the axial gauge conditions,
we obtain that

u,=e' o with |4 <cple,), for beAP*.
Let us define f(p)=(ie;)” ' loguv(p). The restrictions on u(p) and the fact that
v=Qu imply that | f(p)| < cp(e;) for pe A¥*. Under the translation we have

JOp) = AL**(ie,) ™ logu/(pu(pp) + A*40A'+ L72Q/) (p),  (53.2)

where p, is the portion of p intersecting some B%(b'), b’ € A{"*, and p}, is formed by
replacing each bond in p, with the block bond b’ in A¥"*, whose B%(b’) contains it.
After this translation the background gauge field is

= (AP*Q% v) expie[QFAP* A’ — Dy 1 0*QRH(AL**(iey) ™ ' logu (p)v(po)
+ ARG A + L20°%))], (5.3.3)

for be A%~ 1* The background field f, appearing at some vertices in 2, ,,. and in
Fy 1 1s transformed accordingly. In A%* this simplifies to

u = (0% 1) expien[Qi* A’ — T 1, 0* QFF(0A' + L72Q*()], (5.3.4)
cf. (1.6.2.3). The quadratic form f® transforms into
F{ASTIHHE, g 1 AGTDHEFE
=3 A5V HRAP e~ logu(p)u(po)
F2APRFAPHFHOA + L72QH ), 0 1o AS ™ VAP **(iey) ™ logu(p)u(po)
+ 3 CAPRHOA + L7 20 ), 0 10 AP *H(OA + L72Q°*f))
=92,+2. (5.3.5)

The translation affects the J-functions as follows.

5Ax(u):5AC(u'), (S(U/Qu):(SA(lk)'*c(U/Qu)(SA(lk)'* (28—;; QA/> , (536)

where

AW< QA) ) ]A_!k),ﬁ(%(QA’)(b’)). (53.7)

The factor e,/2m arises because du,=/(e,/2n)dA,.
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5.4. Gauge Transformation

We need to make an A’-dependent gauge transformation to put u, into a proper
form. The purpose of this operation is to keep the operators H, appearingin u, and
in G, 1. in a good gauge, i.e., Landau gauge and not axial gauge. The axial gauge
operator H, 5, would arise more naturally in our procedure, but it does not have
the necessary regularity. properties. This operation is not performed in the first
step, since Hy=Hy o, =1.

The unlocalized form of the gauge transformation is based on the identity
(2.20),

03 A’ — §,0%Qe*0A = H,A' +0C, A’ (5.4.1)

The operator C, has an exponential decay, but C, and 0C, can have local
singularities which is why the term dC, must be removed.

Todo thisin a way that does not introduce nonlocal dependence on A',and ina
way that does not change u, in AP°*, we make background gauge transformations
onindividual terms that depend on u, in A¥°*¢, Up to some smallerrors, the scalar
field rotations can be removed using the rotational invariance of Z¢, .

The expressions XA{)k)s Xk,Ag“U’a Fk,loc(Xo')s Z%%ﬁ)(uk)a <1P*Q(Uk)¢, Y- Q(uk)¢>7
CAE™V' D, A o) ALV @Y, and Py 1,(A¥ ™) are the ones depending on u, in
AP+ The dependence is through some simple, localized expressions like

(IZ)Q(uk)d)) (y) > Gk, loc(uk; b - b +)uk(b) 5
((EQj(uk)Gj, loc(uk)Q;'k(uk)d)) (x1,X2), fk(p)4 s

or in similar expressions for the diagrams in &, . or F, . The Gaussian
normalization factors are written as in (4.9), and the dependence on u, is in the
operators

45, loc(uk):ajl_ajz'Qj(uk)Gj, 1oc(“k)Q;:(“k) and  P(u,),

and we have terms of the above type. However, a slightly different procedure is
applied to normalization factors; we describe it later. Let us fix a set of sites where
fields y or ¢ sit; then the dependence on u, , is only for b in some cube [, enclosing

. 1 ! .
all points closer than 2L (e, - 1) to the fixed sites. | There are at most some fixed

number of propagators G; (i) OF Z 10 and each has a range less than

1
A r(e,_ ;). Thus we can choose L such that [J, is a cube of size ir(ek)} For the

diagrams without external ¢, v fields, we have to localize one vertex in a unit cube

and consider the localized diagram as a separate term. We define an appropriate

o containing all relevant bonds for the propagators in the localized diagram.
The gauge field appearing in any one term can be written as

u, = Q3% \v)expien[(QFF — ‘@k,loca*Qli*a)DA/ - LAZ@k,loca*Qlec‘t S, (542)

where [ is a 1r(e;)-cube in T¥* containing a collar neighborhood around [J,. We
extend [J to a component of a 1r(e,)-neighborhood of A%*\ AP* for all terms
such that [, intersects A$*\AP* The values of A’ outside [] do not matter
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1
because %, ,,. has a range ir(ek_l), and so u, , doesn’t depend on them for

bed,. We now write

(O~ Dy 1 *QPFO0A = (0 = 2,00 D A + Wi A (543)

The kernel w) =(%, — %, 1,.)0*Q 0[] involves only the tails not included in the
expansion (2.12). Using the regularity and exponential decay of H;, H; .., along
with (2.7) and scaling properties of these kernels, we find that

k=1
l(awl1)(P, b/)l é Z (Ljn)~ 1-@d—-2)—-1 +(d'2)efcr(e_,)e—cdist(p,b/)
j=1
é e-cr(ek)efcdist(p,b’)’

and similarly for w', 0*w. Also, w} is finite ranged in the sense that w, =w/ []; we
use wi(b,b") only for b in [J,C[].
The nonlocal gauge transformation (5.4.1) is now applied and we have

(Qk* — Dy 10.0%Q3*¥0)0A' =(H,+0C ) [ 1A' +w, A’
=H,; 1, A +0C,OA +w A" (5.4.4)
We have put w, =w} +H,[]—H, ., and it satisfies the same bounds as w/.
The background gauge transformation
Uy, = U p = Uy, €XP(—ie(0 A C,[JA') (b)),
$(x) > p(x) expliey(45C,[14") (x)), (5.4.5)
()= p(y) explie (AL C,0A) (1),
is now performed on the term localized in [J,. The background field becomes
= (Qi% o) expien[Hy o, A' +049°C, 04’
+w A = L7259 10,0%0f% 1 1], (5.4.6)
for be AP*¢;in AP* itis unchanged from the expression (5.3.3), obtained after the
first translation. This field depends on the term considered, but we shall remove the
term w, A’ from this expression later (only in A$*¢). Without w, 4’ the field w; is

independent of the term.
There are still the phase factors at ¢ and y. We define

(,b/(X) — (b(x)eie"(’_ig‘)c"* 1ocA4’)(X) , w'(y) — w(y)eiek(/lg“’(‘k. loeA)(¥)

By (2.26), Cy 1c(x,b') approximates the phase factors in (5.4.5), while being
independent of [J,. The measure d¢ is rotationally invariant, so we can replace d¢
with d¢’ and drop the prime. We have not yet integrated over 1y, so a different
density is obtained by replacing y’ with . However, the new density gf . , (v, ) still
has the property that | dvdyoy., (v, p)=[F].

After these rotations, the scalar field still have small, term-dependent phase
factors. The scalar fields appear as ¢(x)exp[ie(w,A’) (x)], w(y)explie(w,A4") ()],
where w, = AYC, o — AL C, [ satisfies a bound

[w,(x, b)| Sexp(— cr(e)) exp(— cdist(x, b)), (5.4.7)
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[thisfollows from (2.26)]. Like the w, A’ terms, the w, A’ terms will be expanded out
of all expressions.

The same constructions apply to fi(p) = (ie;n?)~ ' logu,(p), and we end up with
fip)=(iexn?)~ ' loguy(p). Of course, the term 0AY°C,[]A’ disappears. The terms
involving w, A" will be separated out later.

The constructions described above were motivated by a desire to preserve
locality, and to avoid effects of the gauge transformation from reaching the hole
functionals g,(X ) or the large-field regions. The Gaussian normalization factors
Z(Aj;{))(uk) are intrinsically nonlocal objects; all regions are essentially tied together.
Only after some expansions can some small terms be localized. Thus at this point
we must resign from a local form of the gauge transformation. Recall from (5.3.4)
that u, has been written as

(A7%u) (19* Q3% 1v) expiegn AL ¥ (QF* A’ — Dy 1, 0* QFFOA' + L72Q%)) . (5.4.8)
We put
AL*(03 — D10 0*OLFO) A = AP*(Qs *— G 100708 “)A“"*CA’
(O = D10 0*OFFDAT* A = AP¥(Q5* — G 10,0 Q*0) AP A’
+H oo AS* A+ 0C,AP*A 1w, A (5.4.9)
Here

Ws= [(@k,loc’“@k)a*Qi*a +H, _Hk,loc]A(Zik)*

is another small, exponentially decaying kernel. We can gauge away the term
6C A% A, leacing us with the following background gauge field for the
normalization factors:

(A%, (9% 0% 1) expieynLAYH(Q} — 7,10 D05+ AE A"
L2 A9% 9, 0 0 05%  f +Hk,mA3"’*A' +wsd]. (5.4.10)

The term ws A4’ will be removed later on; it couples A’ to bonds everywhere in T,.

5.5. Second Gauge Field Translation

We translate a second time to eliminate most of the term in 2 linear in 4". This is
analogous to what is done in Sect.1.6.1. The linear term is almost equal to
{AP*F*L72Q°%f, Qs H, A", since by (1.6.1.5), (2.15) we have

0, 0A = QOH, A’ (5.5.1)

So we eliminate most of the linear term by a translation approximately equal to
A(k *[ = ZC(k H*@*Qe lf
The translation we actually use is localized, and is given by

A= AW AP*L2CELHE 1, 0% 0F% (552)

loc
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*) satisfying (2.10), (2.11) ensures that 6,,(A4")=0,(4%),
3(QA)=05(QA™). The quadratic form 2/ becomes

Our construction of a C®

o@fl =%<A(11‘)**3A“‘), oy 100A<1k)>x<=r<aA(k)
+ (APFHLT2QHf — QAP CIRHE 10 0%QF% 1 £, 0 1oe AT 04N

loc

AL AP QA — O AP CRLHE 00O 1 £, 0o AP** Q%

loc

— OA*CIRHE 1, 0* Q5% 1 ) - (5.53)

In the second term we isolate a term localized near A%¥¢and a small term. We
write

3212 — <A(1k)**L" zQe*f, O-k,locA(lk)**aA(Zk)*cA(k)> ,
and in the term with A9* instead of AY*¢ we put
O 10e0AP* AW = Oy 10c0APF AW = G, 0AP*[JA® +wy4®
— Qia”HkA(zk)*DA(k) + w'3A(k)
= QF0"Hy 10 A3 * AW + w3 AW (5.5.4)

The 1r(e,)-cube [ is centered near the plaquette that we are evaluating
Oh 10045% A% at. The kernels wj, wj have range less than 3r(e,), and we have

Wi(p, b)l,  [Wilp,b)|Se” ", (5.5.5)

In (5.5.4) we have applied our usual method for obtaining formulas for localized
kernels analogous to those valid for unlocalized ones [in this case, (5.5.1)]. The
precise form of the error terms will be unimportant; only bounds like (5.5.5) will
matter. The f- A® cross-term is now

2y + CAPRL205, iAW) — (05 0'Hy 1oc CLL 2 AP*0%0, 240

loc

+ L7200 1 OH o A5*AY) (5.5.6)

We insert the decomposition f'=A%"**f 4 A®"**( in the last two terms. The
terms with A%"**f will be denoted by 25. The first A¥"** term involves

CELO* 0y 100 =14 W5, (5.5.7)

"

with another small, short-ranged kernel w%. The term with the identity operator
cancels the second A¥** term. Thus if we define

Cfrwad®y = CAVFL2Q5, wiA®)
— (ALY 0 oo AV (558)

2,=92,+2}, (55.9)

then we have written the cross-term as 2, + < f, w3 A%, with 2, large but localized
in a $r(e,)-neighborhood of A%, and with w, very small and having a range 1r(e).

Next we do a similar analysis on the third term in 2}, the term quadratic in f.
The important contribution is when f is localized in A%"** in which case we
obtain the quadratic form oy, { 1. for f, plus small errors. The analysis here
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parallels that of [2], Sect. 6.1, with adjustments for localized kernels. Using (5.5.4),
(5.5.7), and

ak.loc%Qg(l—a@k,loca*)Qz*a (5510)
gj)c,l()c_+_I_Ik.loccvgl(?c[{;ck,loc:'“64?4*1,10(:7 (5511)

we may write the A%**f terms as
AL 0k 1 10 AL D 3 fowaf ),

with w, a small, short-ranged kernel. All terms involving at least one A%"**f are
assembled into a quadratic form 2.
To summarize the effect of the two translations, we have

NG Rf® g AGTIER O =9 + 2
= _@1 +%<AS"’**@A“‘), O—k,locA(lk)**aA(k)> +%<A(5k)’**f, Uf+ I,IOCA(Sk)/*ﬂTf>
+ 2,425+ fws AYY 5 fw, . (5.5.12)

Here 2,,i=1,2, 3, are large linear or quadratic forms, localized near A%, They can
be written as sums over the components X, of A¥¢,i.e., 2,= Y 2(X ). The kernels

n
ws, w, are not localized near A%<, but are small, have a range approximately r(e,),
and become independent of the A% in A¥), say.

After the translation, the background gauge field looks as follows. For
b e AY*, (5.4.6) becomes

= (3% yv) expieg[(wy + Hy 1oo) (AX = AP*L72COHE 100 0% 1 f)
+0A%¥C, A% — L~ 2Dy 10000 1. (5.5.13)
In A¥* we apply (5.5.11) to obtain
= (0% ) expieg[Hy 1oAY — L7 2D 10 0% Q3% 1 f +w,4']. (5.5.14)

The same formula holds in A¥* for the gauge field in the normalization factors,
except that we have ws instead of w,.

5.6. Expansion with Respect to the Fluctuation Field

Let 0, be a function on T* that equals 1 in A¥*, 0 in A¥*¢, and changes smoothly
from 0 to 1 in a neighborhood of A¥* of thickness M =O(1). We expand most
terms in our density with respect to 0,H, ,.A® =0,4,, and with respect to w, A",
This produces a number of important vertices for A*), as well as irrelevant terms.
We also expand in the small kernel w, appearing in phase factors before scalar
fields. This produces only irrelevant terms. After these expansions, the background
field will have the form required for the next step in A%*, with dependence on v
only. In the next section we consider the expansion of the normalization factors.

The new background field for the action and observables is denoted i, , ,, and
for be AP* it is given by

Uy 1= (0% 1v)expiegn[(1 70k)Hk,locA(k)7L7291?+ 1,10:5*Qﬁ JS1. (561
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In A%* the A% term is absent, and except for scaling, this reduces to the form in the
induction hypothesis, (4.2).

To summarize all the changes we have made on the background field, the final
form of ., is given by (5.3.3) in A%~ V*~ A¥< by (5.5.13) in AP*~AL*< (but
without the w, terms), and by (5.6.1) in A¥*. We will not need to define i#**!
anywhere else. The corresponding background field strength is given by

S (p)=(iewn®) ™ logdy 1 (p). (3.6.2)

Later we will define u, ., which will be slightly changed from i, , ; in A% AP,
but which will be defined everywhere because it appears in the normalization
factors.

We need to check the regularity condition on i, , ;. [t states that there exists a
gauge transformation i, , -, , in each r(e)-cube [JCAP such that if,,
=exp(ienA*) with |47, |0A4%, |0* A*| < cpley)r(ey). In AP*¢ we have iy, | = u,. so the
condition follows from the induction hypothesis (4.3).

We verify the bound by first checking it for u,, then noticing that all the
operations changing u, into i, ; did not destroy the bound. We use the new
bounds on u(p) in AP** to estimate

u=(Qi*u)exp[ —iegn % 10.0*Qi* f] (3.6.3)

with constants uniform in k. [ There are bounds from the (k— 1)-st step, but these
would not yield uniform constants.] Thus we can assume that | f%(p)| < cp(e,) for
pEAE)k)* *

Fix [JCAY for estimating @i, ;. In [’ [a neighborhood of [J of width $r(e,)]
we can write u=exp[ie 2+ B)] with |B(b)| < cp(e,)r(e,). We have /¥ =0B in the
cube, and so

e =(Qi*e" ) expie[(Qi* — Z 10.0*Q;*0)B] . (5.6.4)

1 i
We have used the fact that &, .. has range 5L r(e,_ ;). Note that Q$*e*** is a

gauge transformation (generated by Q;*4), so we can delete it from 1.
Our desired bound now follows because by (5.4.4),

( i* _“@k,loca*Qi*a)D/B :(Hk,loc + ack + "vl) DIB . (565)

The kernels H, .., w; and their derivatives are bounded, so 4°, 04%, 0*A* are
finally all bounded by cp(e;)r(e,).

The first operation we performed was a translation, which of course does not
spoil the regularity of u,. We then made a gauge transformation and removed the
small kernel w,. The gauge transformation does not change the regularity, and
ow,, 0*w, are small, so the bounds remain valid. After another translation we
removed the field 6,H, ,,.AY. This field satisfies (0, H, 1..A™) < cp(e,) because A%
<cple,) and because 0Hy j,., Hy 10, and derivatives of 0, are bounded. Similarly
0*(0,Hy 10.A™), 0,H, 1, A® are bounded by cp(e,). Thus removing 0, H, ,,.A* does
not spoil theregularity,and i, , , satisfies the regularity condition. In an analogous
fashion we can check that the j-th regularity condition for r(e,)-cubes remains
valid.
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We now proceed with the expansions. We do not expand in the characteristic
functions Lagos Tk, ages v We take terms which came from the original expres-
sions Fy jocs

p—=0u)p,p — Qu)d>, AV, Ay 1oel) A
and 2, 1..(A% "), and write the background ficld as
i U =10y 4 expieg[0H, 10cAY +w, AT =10 1"1-6"";1 . (5.6.6)

The scalar fields appear with factors e***>4" before then. All expressions depend on
A%, f only locally, or at most within a component of Ay,

The first expansion we give is for &, , i itself. (We derive some expansions for
the j-th step objects for use in the next section. The expansions are modeled after
ones in [7], so we will be brief.]

We have with {(=L"/, 4 scaled to the {-latticc,

gy (U=l 4 <1+ Y (ie_ﬂiﬁ)"/n!) =11k+1(1+F1‘j(/~1)). (5.6.7)
n=1
Next we expand Q(#, . i), [=1 or j, j<k,

Qi ., )P) ()= ¥ LM +1(1“U> )¢(x)<1 + :i (ie,{A(r(yzv)x))n/n!>

xeBi(y)

:(Ql(ak+1)¢)(Y)+(F2,z(/~1a U+ 1)9) (). (5.6.8)

Inserting this formula into |(y — Q(i, ;. ,#)$) (¥)|%, we obtain the vertices new to this
step. For the covariant derivative on the (-lattice, we have

(. a®) (0)=(Dy, ., ) (0) + s 1 o F 1 (ADD(b). (5.6.9)

For the basic quadratic form with Neumann boundary conditions on Q giving rise
to G,(€2), we have

Auk+]u Q+ j{ak-Fla) Azlzvk+1 Q+a1P (u’+1) ( )9 (5610)

where V(Q) is obtained by inserting (5.6.8), (5.6.9) into the left-hand side. This leads
to an expansion of the scalar field propagator in a fixed region Q:

Gj(Qs ak+1a):Gj(‘Qa ak+1)+Gj(Q’ ak+1)VjG1‘(Qa Uy ). (5.6.11)

The terms in V; are small (O(e] ~*)), bounded kernels, either alone or applied to
D, . orD§ . Thus the regularity properties of G (i . 1), Dy, ., G (@ ) imply that
we can develop this expansion to any order.

We insert this into G ,,.(# . i) to obtain
Gj,loc(ﬂkﬂﬁ) (x1,x,)= Gj loelly 4+ 1) (X1, X5)

"‘S i(x1,x,) Z/ Dasuk+1)VG O g+ 1 80) (06, X5)

The second term can be changed slightly by changing the set [, in G; and changing
the tails of the operators. The difference is w),, a small (O(e ~ ")), local kernel with
small covariant derivatives, and depending only locally on i, ,, . We obtain

G},loc(ﬁk + 111) = Gj,loc(ak+ 1) + Gi, loc(ak+ I)V/'Gi.loc(akJr la) + W/fy .
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This is now iterated to yield

Gj, loc(ak+ 112) = ;O Gj,loc(ak + 1) [VjGj, loc(ak + 1)]"
+ G104 1) [ViGj 10clly 4 )IViG i 10ellly s 1 8) + g, (5.6.12)

with another small kernel w.
These expansions are inserted in F .., <tp— Q(u ), v — Q(u)d >, Py 10e, and in
A vocl b+ 110 = ap I — ag Qi+ 110G 1ocltly 4+ 1 Wil 4 11)

We expand the phase factors as 1+ (e*<*24'— 1), the second term being extremely
small. We also have the field strength expanded as

R=T + 0w, A +3(0,H, . AY).

Any term involving w, or w,, and terms of higher than 7i-th order in ¢, are
irrelevant and will be treated separately. The lower order terms are polynomials in
A®. All terms are local.

Let us summarize these expansions as follows. In the action we have written

$aL™ 2P — Qud, p— Qu) )
+%<A(8k N 1)/(5’ Ak,loc(u;()A(tik7 1)/$> + ‘a}k.loc(/lg(- l)éa u;()
:%aL‘2<1p — Oty 4 )P, w — Oty 1 )P +%<A(8kr 1)«¢)’ Ak,loc(ak+ 1)/1(8kﬁ 1)/¢>
P10l ATV, byl )+ ROy 1, 0, Hy 1A+ Y WD), (5.6.13)
R ]

The tildes on ¢ and v indicate the presence of the phase factors. Here W*([) is
localized near [, an r(e;)-cube in A¥ and |W¥([])|<ef ' ~* (Two powers of ¢,
may be needed to beat the bounds on ¢.) If we define

E(k)(ak + 1 eka, locA(k))

ﬁ d" - ~ ie’e K
A e &

+%<Ag(_ l)ld)a Ak,loc(“ )A(Ska 1)/¢> +Wk,loc(/1(8k7 ])a (p> o ))—J > (56] 4)
e/r=0

then R™ can be obtained by replacing propagators G ([, % ;) With Gy 1o+ 1)
and eliminating extra kernels {; explicitly (not in G, (%4 1))
In a similar fashion we put

Fk, loc(Xo') = F}(’T‘BOC(XG') + Fk, 1oc(Xo') s (5614)
where F{™), (X ,) is defined by replacing G,((1, i ,), {} in

m dm
i ie’ ercnicHi, 10cA™)
z [— Fk,loc(Xw Up 11 ete erntictic, 1o )]

m=0 de’™ er=0Q

All remainder terms are in F, ,,.(X,), and we have |F, ,,(X,)| < c(F).
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5.7. The Gaussian Normalization Factors

The expansion with respect to the fluctuation field A% must be performed with
special care in the Gaussian normalization factors. Nonlocal terms naturally arise,
which must then be organized properly and treated with random walk expansions.
At this point, the background field in the normalization factors is given by (5.4.10),
which simplifies to (5.5.14) in A%*. We express it as u, , ;% with

fi=expie[0H, 1 A® +wsA'] =expienA. (5.7.1)

Inthis way the field u, . , is defined, and after Ais expanded away,itremainsinthe
normalization factors for the next renormalization transformation. One could
apply (5.4:10) inductively to obtain a complete formula for u,,, on the whole
lattice. We will only need to use the fact that it agrees with i, , ; in AD*, ¢f. (5.6.1).
The regularity conditions can be checked for u, , ; in the same manner as for #, ;.

In the integral representation for the normalization factor ZA(,)(uk) rescaled to

the unit lattice, we have the quadratic form (with Dirichlet boundary conditions)

Ci zzj (1)1 =4 10eltly 11U @)+ al”?P(u, , i)
- Aj,loo(uk+ 1)+ (lL_?'P(I,{IhL 1)_ W(j)
= C<AJ'2,»)(uk+ )W, (5.7.2)

Allthe terms from our expanswns ofthelast section for 4; ., P, with i, , ; replaced
with u, , |, i replaced with #, are included in W%, Thus we have

C(Aj%{}(”k +1 1:1)” '= C%%JO)(“H )R- C(/{f”(uﬂ 1)1/2WU)

Xcgg{))(uk+1)l/2)c(/11€(“ +1)7 1/27
and so
ZA( )(“k) Z(,{'{,-O,(ukﬂ)[det( C(’g (U4 4 )I/ZW["’C(Aji,O,(ukH)”zj"1/2. (5.7.3)

Each term in WY has at least one factor e, and all fields are logarithmically
bounded. Thus the operator after the identity is bounded by a very small number.
Thus the determinant can be expanded as

exp LZI % tr(C* %,J(uH 1)W‘j))l:| ‘ (5.7.4)

The operator CY),(u, . ,) is our first encounter with nonlocal effects. To treat it
we apply the generaalzed random walk expansion (2.45), modified slightly to use
cubes of size I} “'r(e;) in T, -; We need a similar expansion for W% into terms
defined in regions X with appropriate decay estimates.

For example, we have in Fl,j(/fb) a series involving powers of (wsA'),, with a
nonlocal kernel ws. We put these powers in the form of a sum on X of quantities
defined in X only. To each be T, and each collection of bonds by, ..., b, € T* we
associate in some arbitrary manner a set X (a connected union of r(e,)-cubes
containing them). Then we put

(ws A= Wi, (X)), (3.7.5)

Wp.m(X) = . Zb | IE[1 (ws(b, b)A'(b),
cumpa!ilb'l'e. \"vnith b, X
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where compatible means that by, ..., b,,, b were associated to X as above. We have

c Y me

|A'(b)| S cpley), [ws(b, by)|Se™ T e™cdisth-P) gnd so
Wy (X S e~ IX1, (5.7.6)

We may use (5.7.5) to analyze the interaction terms generated in the expansion
with respect to A=0,H, ,,,A% +w;A4". Treating for the moment only the high
order terms, we obtain an expansion for F, ;in (5.6.7):

Fl.j(’zii): Zl gll(ie;‘évzi)"/n!‘f* ;Fl.j.b(X)a
with [ (X)| <€} e @ IX” (Here | X| ™ isdefined as max{0,|X|— 1}, and A
has been rescaled to the { =L/ lattice.) In a similar fashion we can write

(Fo (At DO 0= Y L, (TP

xeB,(»)
X ¥ (e LAY+ S F, (000)0).
with
[F (X5 y, x)| S{ef ! el XT,
These expansions can be inserted into V), yielding
Vi=V™+ ; V(X), (5.7.7)

the first term containing the expansions to order 72in ¢}, the second containing the
remaining terms. Both terms involve small, bounded kernels (of order ¢} ~* for V™,
of order ¢! “*¢~@XI” for 1/(X)), alone or applied to D, or D¥ .

Next we examine the propagators, and cxpand in V; to all orders:

>

G(Q, uk+lli):Gj(Q’ U )+ Y G uy ) VG u )]

n=1

Thus we have

Gj,loc(“k— 15‘) (x1,X,)= G,xloc(“k«r (X1, x,) + QW,'I(Xl, X3) ) (Gj(D(xb X3), Uy 4 1)

n=1
X [ViGAO(x 1> x2), U4 1)]") (x4, X3) -

We insert the expansion for V; into this formula, and insert expansions for
Ojuyes 1), Q4 y1t), G ety 4 1’§Lint0 Aj ety 1)+ aLl” * Py, ). Terms whose
order in ¢; (or equivalently in A) is between 1 and 7 are considered as part of
— WU™ Terms of higher order, or involving F, (X) or Vj(X)are grouped into an

expansion Y — WU9(X), with [WO(X; x,, x,)| < el e @I*" Thus we have
X
written the interaction term in (5.7.2) as

W = W(j.ﬁ)_l_ Z W(j)(X).
X

The lower order terms need to be resummed by gathering terms with different
into a perturbative expression. This is because ¢~ is not small enough to
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compensate for having only a few powers of e, Wemustreplace G ([(x, x5), uy 1 ;)
with G (€, u, ., ,) for some fixed Q. This is accomplished with a random walk
expansion for G (€,u). Such an cxpansion is given in [6]. It takes the form

G, u) Z Glw),

where o is a walk on the lattice of M-cubes in T -,. Each G(w) has regularity as in
(2.30), as well as an exponential decay in the length of the walk. By summing over
an appropriate subset of walks that remain inside X, a union of I} ~Jr(e,)-cubes,
we obtain G (€, X, u). [An analogous construction for C%)(u) is described in (2.42)
—(2.45).] Walks that stay within [J(x,, x,)nQ definc G; (2, u; x,, x,), which is
then nonzero only if |x, —x,| <O(I*r(e;)). A convex combination as in (2.27) is
used to preserve regularity across boundaries of M-cubes. The result is the
expansion

G u)=G; (2, u)+ ; G{Q, X.u). (5.7.8)
Of course, G (€2, X, u; x,, x,)=0unless both x, and x, are in X. All operators obey
the usual regularlty bounds, provxded dlst({xl,xﬂ, Q9>c¢. The bound on
G (Q, X, u) has in addition a factor e~ """ *I¥|, The dependence on uisin X only;
for G 1o itisonlyin an L*~r(e,)-neighborhood of x,, x,. Also, when x, and x, are
farther than I*~Jr(e,) from Q, G; 1o is independent of €.

We have developed expansions for C9(u), WY, and G (€, u). We now put them
together to analyze the expansion of the normalization factors. In the expansion
(5.7.4) we put Wih=wu-m4 2 WY(X). In terms with [<7i we separate from
1

5l tr(CY f (1, 4 1) WY™) the terms of order <iiin e;. We can write the sum of all these

terms as

i d” N .
> ,[ - 10gZ“ ot ¢ explie ejCA“))]
W2 nl | de” o

These will be treated carefully by a resummation. In the other terms we insert the
expansion for C,,(,)(ukﬂ) they then take the form Y WY(X), with
X

WX S ef ™t e @ X (e ) LTI [ X [Sefe Xm0 (5.7.9)

We can take x arbitrarily large by increasing 1. The high power of e; beats the big
factor (r(e,)[* /)¢, the volume of an elementary cube measured on the j-th scale.
This is to account for one free summation on T{”; all but one such summation is
controlled by exponential decay on the j-th scale.

_ Wereturn to the perturbative terms. Resummation in j will be possible only if
A is localized to sets like A9~AY "V, Thus we write

k=1 -1
A= Ol H, 1oAY +wsA) + Z 01 =0, )wsA’ Ak+ Z A

j=
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Here 0 _, =1, and each /Tj is a smooth, small field supported in A9~ AY* Ve (AL if
j=k). The low order terms can be written as

n 1 n k d k
2 ,[ﬂ < 2 - > logZ(’(’><quexp (le {Ye l>>jl :
n=1N!| a=1 ]lde 10 1=0 ei=0

Note that Z(Aj%{))(...) depends only on ¢, for I=j. Thus we can write the last
expression as

m

no1

m=j a=1 0! e Cmingju=m

[ [ logZAm <uk+1exp <ze{ )3 e,AC>>} . (5.7.10)
a=1 e;=0

We write all terms in the form of the expansions derived in this section, except that
we write a new expansion analogous to one we gave above for (wsA4');":

[ (0,;(1 -9;k+ wsA'),= ;Wh,g(X)'

aea

M=

Here aC{1,...,n}, and w, ,(X) is also bounded as in (5.7.6).
We insert this expansion in

k 3
[H 1.,~<Z.e;A§>] .
aea j 1=j ei=0

The result is a localized expansion Z F3% ; 5(X), with |F%,j,b(X)|§e} g erten) X

(unless j, =k for all @ € &, in which case 1X| is replaced by | X] 7). We make the same
expansions in F, ; The expansionsfor F P F, ;areinserted in the low order terms
N V;, G ooty 4 111), and Ay ooty + ) +aL” ?P(u, . ,11). Finally, they are inserted into
(5.7. 10) using (5.7.4) for logZ.

The term m=j is special; we bound that term directly without resummation.

Therandom walk expansion is inserted for C%),,(u, . ), and we obtain an expansion
Y W9(X), with
X

IWO(X)|Sej*e @I X AP A AU

Each term contributing to W%”(X) must contain at least one kernel ws. There is a
summation in A{), but since at least one field A, is present, there is an exponential
decay on the j-th scale localizing summations near 49"~ A4+ V¢, This gives rise to
the volume factor in the above bound. The volume divergence will be beaten by

small factors coming from large fields near AY'~AY " V¢; we will have available
logL(zo/2)
.andsince k(loge; r(e) > ¥
k=j+1 ) )
Next we take an m>j and we try to replace each CU),(u;,,;) with
A . . . 10 .
cy (A(m))(uH 1)- Using the random walk expansions we can write the difference as

Z CY(X), with [CY(X, x,, x,)| Se i lem @ for x| x, in B,,_ (A$"). For

K| AP AU 1| jr(e,)d e! 7% this is sufficient
, .

some €; j

m>], all operators CY),,(uy 4 ;) in our low order expansion satisfy this restriction.
Terms with all Cj)  qom)(14+1)’s will be considered below. In all other terms, we



Abelian Higgs Model 293

random-walk expand any C‘g:ﬂ_l(‘,ﬂm,)(ukﬂ)’s, sum over m, and obtain

Z W(J')W(x)’ with 'W(j)/"(X)Iée*cr((’j)IXl_
X

We need to replace the propagators G; (U + 1), G, 5 1) by G{AS, w44 1).
They appear in the expansion of 4; ,,.(#; + ;) and indirectly in CY(y, , ;). We write

G ot +1)=G (Az auk+1)+(Gj,1oc(“k+1)_Gj,loc(/T(zm), Uy 1))
+ ;Gj/lzm,X,ukH),

and similarly for G; ,((J, u;+,). We only need to look at this operator in A$".
There a random walk expansion on the j-th scale will yield the usual regularity
bounds on the second term on the right with an extra factor e ~<"”. We insert this
expansion into CY¥~! to obtain

Cg,),.Aj(Agmn(“H )= Cg,),,fj(Agm))(A(zm)s Uery) T+ Y 4(X),

X
where

j A(m) -1
ng’" J(A(m))(/lzm syt 1)

=a;l —aj Qj(uk+1)G (A5, Uy )QF (e s 1) +al” 2Pl 1), (5.7.11)

A(X, xp,x)| Se r@IX =0 if x; or x,¢X.
Thus we have

Cg,)n B J(Agm))(uk )= Cgsj,),, _ J(Agn))(/T(zm)z Ut 1)
- Cg; - ,(Agm»(/T(zm)a Uit 1) <; 4 j(X)) Cg,),. - J(A<3M>)(uk 1)

This expansion is inserted at each appearance of C'” in our low order terms. The

same analysis is performed when G (], 4, , ) appears instead of G; j,o(u + 1). In the

leading terms (terms with no e~ “{” from the random walk expansions) we put
=1+({j—1). The leading terms are now

i

n=1 n! {Jabrming jo=m

nod
X [E T logZy Ag) (/12 Uy s 1 EXP (te( ) elAC>>] , (5.7.12)
&= e;=0

where this Z¥ uses the quadratic form in (5.7.11). Remainder terms are again
localized — there will be typically some delocalized operators and some localized
ones. Thus we random walk expand any G{A%”,u ). Also, we expand any
Cg,)n,](Agm))(A(zm)o Uy 1) as

Zo Cé,},, 4§ (U4 1) |:Z A{ )Cg,)n,‘,(/xgmn(uu 1)}17,

p=

and finally we random-walk expand all CB,,, (1(3,m)(uk+ 1)’s. We gather all terms of
this rather complicated expansion of the remainders and sum over m, to yield

Y WO(x) - with |WO (X)) < g ertenlX]
X



294 T. Bataban, J. Z. Imbrie, and A. Jaffe

As always, X is a connected union of I*¥ Jr(e)-cubes, and WY (X) has
dependence only on fields in X, X, or B, _ (X).

We make a final change in the leading terms, namely we replace
cy JH(m>)(Az , Uy q) With COAYY, u,, ), the covariance without Dirichlet
boundary conditions. We give a random walk expansion for the difference,
Z CY"(X). It is actually a double expansion, since each term in the usual random

walk expansion still depends on A" through the basic quadratic form [which
involves G (44", u, , )] and through operators C¥)(A%",u, . ;). However, each of
these can be expanded as described earlier, yielding terms CY¥”(X) with proper
locality properties, and obeying the following bounds:

IC(i},/(X, X, Xz)l g e'>rr|x1 - x2| e*cr(ej) |1 X~ e~cdist({x1,xz$, Ag"”") )

Leading terms are now given as in (5.7.12) but with no Dirichlet boundary
conditions. Finally, remainder terms are expanded out completely. All remainder
terms have at least one operator CY"(X), which provides exponential localization
to B,,_ (A$"). The field A,, is supported in 4¢", thus all terms have at least a factor
e~ ") Thus we can sum all the remainder terms into

Z W(j””)(X), with IW(NU’(X)[ ée*cr(e_;)lxt.
X

Now the leading terms can be rescaled to the I/~ ™-lattice, and we sum over
j<m. All the changes we have made allow us now to compose the normalization
factors as

H Z0 A, u) =2, (A5, u)- const,

where the m-step Gaussian normalization factor Z,, arises as in Eq. (2.40) of [ 7].
We obtain the perturbative expansion

n

n=1 {jy}:ming j,=m

n d _ k S
x| 11 - 1ogZ,, | 45", uyy exp | ie, L™ 3 elAr :
azldej& I=m ej=0

The diagrams in this expansion are covered by our theorems on the perturbation
expansion. The point is that various Ward identities and symmetries necessary to
obtain good bounds can only be seen in this resummed form of perturbation
theory. We give the random walk expansion for the propagator G, (A5, u, ., ).
There is at least one factor e, in all terms, and a free summation in A%
AT Dm < k) or AY(m=k). Thus we can write the perturbation expansion for
m<kas ¥ Wm@(X) with
X

Iw(m)(vi)(X)I éerlnﬂze~cr(ek)IXlleA(Sm)/mA(gnJr 1)C| .

As for the WY terms, the volume factor will be beaten by convergence factors
from the large field region A~ A 1e,
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The term m=k is treated slightly differently. We decompose A! into
0.Hy 10cA® 4+ 0,wsA". Terms with one or more wsA' field are expanded as in the
m<k case. In terms with all 0,H, ,.A® fields, we expand the propagators as
before, leaving in the main terms the localized propagator G, ;,.(u 4 ;). The result
is our standard perturbative expansion in the field 6,H, ,,.A*, which we denote
0%y, 0,Hy 10cA®). The remainder terms become Y W®®I(X), with
[ W@ x)| < ¢ ~erienIX] X

We can summarize the results of this section as follows:

k-1
H Z(/{EQ(“H 1)
<o

10

H %, ”k+1)eXP[ QMg 1, 0, Hy 104" — ) Wz‘k)(X)} (5.7.13)
i=0 X
where X is a connected union of r(e,)-cubes in T,
k
WH(X)= Y W9(X)4 ...+ WOwY),
=0

WX Sefe X1 4 el =gl \(X)n AP AAYT],  (57.14)

J<k
and
Q(k)(“k+ 0 Hk.locA(k))

n

d K
Zl de' log[f d(blmk’ exp(—3<¢, Gy, too(Ug + 1 €€ MOt toc At ) B3] R
! (5.7.15)

5.8. Scalar Field Translation

The scalar field quadratic forms, after all our manipulations with the gauge field,
are as follows:

AT Ay roellies )AE T PY +5aL” 2 — Qi ), v — Qi 4 ) -

To eliminate most of the linear term <, Q(ii,, ;)®) in the small field region, we
make a translation

(l):d)(k)"‘QL‘ ZA(k Ciﬁc(uk+l)Q*(uk+l)q)~ (5.8.1)

(Recall that u, , , =, , in AY)
The terms quadratic in ¢® are then
2CAE PO (Aol 1) AL P ) AE 9P+ 2, (5.8.2)

where

2,=3aL 2@, AL P, )PP

In the cross terms between ¢ and vy, we write =A% + AWy, The terms
with 4%y define 25, a form localized near 4. The other terms can be written as
(™, weyd, with wy a small kernel with range less than r(e,). This is because (5.8.1)
would eliminate entirely the linear term were it not for the localizations.
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In the terms quadratic in y, we again combine all terms involving A% “yp into a
form 2 localized near A%¥'c. The remaining terms become
3aL”™ 2 (A", (I—aLl™ Qg 1) Clit(uy 1)Qt 1) ¥)AF W) + 5, whw),
with w5 another small, local kernel. We apply the identity [7]
al” 21 —a? L™ *Q(uy 4 1) C¥(ty 1+ 1)Q(thy 4 1)*
=a L7 1= ai L™ *Qp i 1 (e )Gy 1 1) Qi1 (s 1) 5

but in a localized version with C{¥) and G}, ; ;.. and with another small kernel w’,
on the right. This yields the desired form 45, | 1o.(, + ), and so we obtain

AP, A1 roelthew DAL WY + 5wy, with wo=wh +wh.
To summarize, we have written
l2<A(8k_ ”’(b’ Ak,loc(ak+ 1)/1(5:(7 1)/¢> +%aL72<1P* Q(ak+ 1)(1)’ Y —O({, + 1)¢>
=2,+25s+ % +%<A(sk - 1)/4)(10’ (Ak, o+ 1) +al.” ZP(ak + 1))/1(8’( - l)ld’(k)>
F 5L, At oty VALY + PP, wepd +3 <, wapd,  (5.8.3)
with wg, w, small local kernels, and with 2,, 25, 2, localized near A"

5.9. Bounds on Fluctuation and Block Fields

As we remarked earlier, the restrictions on u(p) and the gauge field renormalization
transformations imply that

1
P logv(p)} =|f(Zcpley), pedP**. (59.1)
k

Also, bounds on ¢ and 1 —Q(u,)¢ imply that for ye A,
I =cple)y 14, (Ley' <2,

()] — (84)~ V2L~ D2 < epley) (IXe) ™", (Ike)'= 1. (59.2)

Next, we wish to prove that

Iuk+1(<b‘3b+>)w(b+)_w(b‘)|EI(Dﬁk+1w) (b) Zcpley), beAg"/*. (59.3)

We prove the bound first for D, (before the gauge transformation of Sect. 5). Our
bounds on p—Q(u,)¢ reduce this to estimating

Dy () —up(<b -y by DT )P )]

forany xe B(b_), x'€ B(b ). This is proven with several applications of our bounds
on D, ¢. In going from u, to u,,; we made a gauge transformation and removed
some small fields. Also, the gauge transformation was not quite compensated by a
rotation of 1. Thus in going from the old |Dy, | to the new |D;, . w|we make errors
of the order of ce,p(e;)’i; 14, (I¥e)*< A or

ceple (2 VA Lre) R 4 (L)Y, (et
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In both cases this is bounded by e?(I¥e/e,)'/* ~* — see the discussion below of the
bounds on interaction terms. The desired bound follows.
These bounds allow us to insert the following characteristic functions:

L+ 1,400 = [T xcewplen), [o(p)—11)
pEA(Ok)'**
x 1 xlepledie 41w T rlepled, [(Dy, ., w) (b))
yeAg‘> heA(O"')’*

and the integral is unchanged. If (L*¢)?>/, the bound on 1w is replaced with
aeple) (Ke) ™, fw(y)| —(84) ™ 12(Lre) @™ 212)),

We remarked earlier that A’ is small in A{*. We then defined A% =4’
+ AP*L72CH HF 1, .0%05% | f- Since f is small and H, . is regular, we have that

loc
AP <cple,),  beAW*, (5.9.4)

We want a similar bound for ¢®(x), xe A%. Note that C{)(u,, ;) is almost
equal to C®(u, . ,). Thus we have that in A%, say

aL™ > Cuuy 1 )y 4 ) *1p = QU1 1)* + O(pley)) s
(the corresponding statement with C*(u, , ,) was proven in [8, Eq. (2.113)]. Using
argumentslike the ones we used to bound D;,  p, we can replace Q(u; , ;)*yp with ¢
in this bound. This proves that

lp®(x)| <cple),  xeAP*. (5.9.5)
The bounds (5.9.4), (5.9.5) allow us to insert the characteristic functions
tag=T1 rleplen), AY) 1 xlepled), ¢™)

(k)* (k
beA¢ xeA7>

without changing anything.

We note that the restrictions implied by % ago Are stronger than the correspond-
ing restrictions in y g1 in A [When (I¥)*>/, we use the inequality
(82) ™ 112([ke) @22 4 ple,) (Ike)~ I<cp(e,() Jg %] Thus we can replace y. Age 1
with ;. A A AGIe without changing anything.

Let us summarize the operations performed so far by using the concluding
formulae in the last several sections to write a complete expression for our density.

o+ 1 (0, 1)
k-1
- Z ¥ [ du®d¢® 5 5 ()0 g0(v/QUM)S 4+ <§7"I QA"‘)>§ [T du'?| 4
{Xeo (k) i=0 10

X Cprack ago k. age - v aagoeis 1, agoLago [T gu(X o) [T (FM X )+ F(X )

k-1
X l_lo (Z83peseZ Pl s 1)] exp [ =3 {AP*F*IAY, 6y 1o AP**0AW)
=
— 3 AEFHS 7 e AP FH D =2 — 2, — D3 = fiws AP =5 fiwa )
— 24— 25— 25 —5<AET V' QP (A 1ol 1) +aLT Pl 4 1) A D 9P
—3 <A8k)/w’ Ah 1,1uc(”k+ 1)/1(8’()/1P> - <¢(k)7 Welp)
"7<1P= wop ) *@@k*E(k)*(d/)k,loc(A(s -, U+ 1)*R(k)(uk+ 15 Oka,locA(k))

— 3 W) = Qs 1, 0H i 1o A™) — 3, Wz(k)(X)] (5.9.6)
O X
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5.10. The Interaction for the Fluctuation Fields

Having made the scalar field translation, we regard the terms 2, .., R®, 0%, F{™) .
as polynomials in ¢®, A®. We make some small changes and localizations in order
to obtain the standard form of the fluctuation field interaction in A%,

We have the external ficld

aal” sz, toel i+ 1O (g + 1)A(k)C§’c§l(“k + )0 (g )

appearing in the diagrams in 2, .., R®, F{™,.. The first we leave alone, whereas
in the second we localize the field to A“‘) and replace it with

ak+1L72Gz+1,loc(uk+ DOF (g4 ) +wgp.

The kernel wg is local and small with small derivatives and Holder derivatives. This
is accomplished in the usual fashion by replacing G joc(Uy s 1), Claa(uty 4 1) With the
corresponding operators with Neumann boundary conditions on an r(e,)-cube
D. The propagator composition formula [7, Eq.(2.41)] is applied, and
Gl (D), ug 4 ¢) 1s localized agam

We localize all vertices to AY'; vector field legs at a vertex are multiplicd by a
smooth function 0, changing from 0 to 1 in a neighborhood of A¥°. We also
remove all diagrams whose combined order in 2/ and e is greater than 7. We still
consider all P, vertices together; any P vertex is considered as one power of .
Each mass renormalization counterterm is written graphically and powers
counted accordingly. The result is the interaction V®(AY, u, , ;, A®, ¢, and

jk lOC(A G- ﬁk + 1) + R(k)(uk + 1> Qka. locA(k)) + Q(k)(uk + 15 Oka, locA(k))
=2 10L(/1(k - Agk)La fi 4 )+ R(k)(/l (8k)ca Uyt 1, O Hy, locA(k)
JFQ(k)(/lsk)C, U110 ka,lccA H‘ v (A uk+15A(k »™) k) + Z W“ ).

Here in writing 4% we mean that only the terms without proper localizations are
included. The terms W{¥([]) contain terms localized near the r(e,)-cube [] which
involve the small kernel wq or have high powers of coupling constants. We have an
estimate

WA S [P (/)11 S ML),

with x>d as large as desired if 71 > i(x). This estimate comes from our analysis of
the perturbation expansion and the restrictions on the fields. We find that each
vertex results in at least a factor ef(I¥g/g,)"/* ™=

Estimates on V%, 0® R® follow from the same analysis. When localized for
example to a cube of size r(e), all terms [except for
Pl L7 2Gl o oeltty 4 1)QiE+ 1 (U )] are bounded by P(Liefeg)' 7%, with o, f
small and positive.

In a similar fashion we modify the external scalar fields in F{™) . and eliminate
diagrams of order higher than m. Thus we write

Fl(fll)oc(Xa) = Fl’? loc(Xa') + F~k, lOc(XD‘) 5

with ﬁk 1oe X ;) containing the wg terms and the higher order terms, and satisfying
Fk 1o X ) Zc(F). We regard F}', . as a polynomial in A%, ¢®.
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5.11. Mayer Expansion |

In this section we expand irrelevant terms down from the exponent. This operation
is done to simplify the structure of the integral in the region free of irrelevant terms.
Let us combine the irrelevant terms as follows:

CSws A+ fwa [+ W, wep) +3 (pwop) + % WD)+ ¥ W5R(X)
+ X WO =5 W),
m} X

with W®(X) containing terms with dependence in X. We combine the estimates on
the above terms to obtain

(WX S [ef(Le/eg) /4 o] e erten 1]
+ Y el Tt @B, . (X)nAP AT

Jj<k
We can only Mayer-expand small terms, therefore we parcel up W{*(X) into
manageable chunks. It is a simple matter to decompose W ¥(X) as follows
W)=Y ) Waki(e X)+ Wi, X).

Jj<k x;eBi- ;- 1(X)m“5”’m1g” e

Here x, is some distinguished point in X (for unity of notation) and

W8y XY S ] ~emreon,

5111
W90 X S [ (L] e o011 >ALD
The Mayer expansion is the usual identity

xp(~ TWEO) =L T e ), (5.112)
X Sa (j,x;.X)eS,
Let S, be the set of all triplets (j, X; X) that arise in the above decomposition of
W (X), for any X. Then S, is summed over subsets of S,. Note that e~ #4595 —
satisfies the same bound as W {)(x;, X).
To see what kind of control we have over this expansion, let us do a typical
estimate of the type we need:

S Iy

Sa={(a X5, 0 X} Y X o= X @

éeXp< Yoej e "B 1(X)ﬂ/1(5j"ﬂ/1%”“"l> Lef(Lfe/e)] ™ V1N (5.11.3)

J<k

We consider first sums over X, such that x; ,=x; A combinatoric factor ¢+
controls each sum over X, and can be absorbed into the factors e =¥ in our
bounds on e "% _ 1 [f there are n such sets, we use n factors of e FETer,
Jj<k. The resulting estimate has a factor
(0 (ex) 1 ¥
(e_“ate-crek "éex e laze'cre;\.)

2 (g )" Zexple, )
at each x;, j<k, or O(1), j=k. There remains a factor [e(L*¢/e,)]™ " "'*! from a
worst-case analysis of the unused small factors, and (5.11.3) follows.
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We also expand out the observable:
H (Fk lm, + Fk 10L(X6)+F~k,IOC(X Z H L loc l—I Fk loc(Xo-):

G G1ET] o¢dy

with Fi, o= F o + ﬁk,,w and with 6, summed over subsets of the index set for ¢
on the left-hand side.
We now fix 6,, S,, and define AY¥ as follows:
k k)\ \
A=A ) X,| U X.
\ﬂ'éﬂl \(J,x;, X)eSq

Then we define A% by deleting a collar neighborhood of width r(e,) from A%, In
A% we attempt to remove the characteristic functions Zago- Thus we write

Lagor = ZagonagocX 4o s

and for each type of characteristic function in Lago We expand y=1—y as follows:

[ =~ 11 (=)
xEA‘Qk) SXCA(Q’Q xeSy
We have similar sums over S, C A%, S, C A%, S, C A$** and we define Ay as the
union of all r(ey)-cubes in A%, none of whose points are in S,, or in bonds,
plaquettes,or blocksin S,, S, S,. The characteristic function expansion can now be
written as o
Lago= > 5 Aagars

A(k)
/19

{huoe= > IT (=)

{Sx,Sy.Sp,Sp} compatible with /T(Q")‘, Ag") xeSx

< 1) T () T (=)
yeSy beSy peSy,
Finally we define A%) by deleting a collar neighborhood from A%,

These expansions complicate our expression for gf, (v,p) in (5.9.6),
however the integral in A) is quite simple now. It involves a small, local,
polynomial interaction V% modifying a Gaussian integral in ¢, A%). The inverse
covariance is local and bounded from above and from below. The characteristic
functions 3’ are simple functions of ¢®, A® keeping them bounded. The
observable is a product of polynomial pieces given by low-order perturbation
theory. Large field and nonperturbative effects have been separated out.

5.12. Conditional Integration

We exploit the simple structure in A% by doing the integrals there with
conditioning on A%y, AF*. The formula we use is a generalization of the
following identity for scalar fields:

jd¢|AcF((b|Ac)jd(m/le-ucd)’AA@eA 120 AP G()
= 011 P91 [ o A4 g~ 12010
fd¢|AG(¢)€~ 1/2<¢,AA¢>e*<A”¢,AA¢>
j‘dd)l e~ 1724, An¢) o= <A, AAD)

_—_(f d(bl —1/2{¢, AA¢> jd(z)‘ e d)lA ) 1/2¢A%h, AA; 1AAHS

1 <
X _jfd(mAG(d))e* 1/2{¢. An¢) = {AD, AAD)
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Here .47 is equal to the last integral, without G(¢). Thus in our expression for
or+ 1(v,), we have now an “exterior” integral over u®, ¢® in A¥)¥, whose Gaussian
piece has been replaced by

€y
) U ey o | - QAW
Ax, A‘l‘é) ( ) A‘l“) *r\A(I’(‘)) * 27[ Q

X exp[_L<A(k)**ﬁA(k)C*A(k) O, m/l(k)**(')\/l(k)c/l(k)>
=3 (A5 AP, (i roclllie s ) +al” 2P(ly 1) (AET V' N AE) PN
+ 3 AR DD, Ay oelte 1)CE1§)%>(“1¢+ DAk oty AP
LA AR, L QR QAR 0%, 1o (LT ARHQHQ — 2 AR AW
L CAREAD, (I — L7 Q*Q A 0% 0, 1000 C g0y 1008
(1 L A0 QA AYY) Z8hcr Z Wt 1) (5:12.1)

The “interior” integral is

1 -
VG [ AP 40d A yggencd s, ago(A™)0 4g0exe QAN ygo T FiliadlX )

01€61

x exp [ — 3 {AFPN, (A voeltty 1 1) +aLl™ > Plug 1)) (AT 4+ 2485)p®
1<A k)c*cA(k '\*O.k loc(’(A(k)c*c+2A(1k())c*)‘4(k)>
— VAL, uy s 1, AD, 9W)]. (5.12.2)

Here .4 is defined by the last integral, but without /A(k), F]' e OF VO
Let us describe more carefully the calculations leadmg to (5.12.1). The third
form, together with ZA(lkU)(ukﬂ) is a calculation of

) d¢(k)|,f1§’g exp[ —3<A%®, (A rocty 1 1) +aL™ *Pluy . 1)) (A8 + 248560 ]
The 4-th and 5-th forms, with Z(j‘algm, are a calculation of
“ dA(k)lA‘l’(‘))C*”éAx. ‘,1(1%)/(14(1())(5‘1116)'C*C(QAU()) (ek/27[) il Afeell
x exp[ —3{ARFAD, 0%y 1o AATYH + 244 AP Y] (5.12.3)
The factors e¢,/2n come from the replacement of du® with dA® for the free
variables; for the constrained variables the replacement is compensated by a

removal of the e,/2n factor from the o-functions, see (4.6)-(4.8).
We calculate (5.12.3) by means of a translation

A(k):A(k)/_A(k)F*CQS*QA(lk())C*A(k)’ (5.12.4)

which removes the dependence on 434 in the 6-functions. In fact, d,,, 40 (4%
10
=0y, au0(AY), and since QQ** =1,
. 1

(3,1<1k0)’c*c(QA(k)) = (3A‘1"D)"'*0(QA(1k())C*CA(}")/) .

The fourth quadratic form above is obtained by collecting the terms in the
cxponential quadratic in 4*4%®). There remains a linear form

CATFHFAN 00, 1001 = ATGHQ*Q)ATFHFAN) | (5.12.5)
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whose expectation in the Gaussian
exXp(— 5 AR AW, 0¥, DAREFAS))

gives rise to the fifth form.

We remove the nonlocality in the third and fifth quadratic forms with random
walk expansions for C! M)(uk+ ,) and for C%) Acre AS in (2.45) and (2.48). These obey
the usual estimates. We denote the first and second quadratic forms by 2., and the
other three [with C¢ 1(k)(uk+ D C‘A?k)l*p replaced with C‘,(k) et 1)y C¥hoese 10c] by 2.
Altogether the exponentlal in (5 12.1) has been writtén as *

exp[~£27~,@8— ; Ws“‘)(X)]

Here W¥(X) contains the terms with CA%) (U 4 1) or with CAW*( +, and satisfies
|WH(X)| < e r@IXI The quadratic form$ in 2, and 2 are localized near A%,
We make the same translation (5.12.4) in both numerator and denominator of
the normalized integral in 4. Terms quadratic in A4 cancel, but we still have
the linear forms (5.12.5) and {ARPY, A ot AL H®> as in our last
calculation. We remove most of these forms with localized translations
A(k) ’4 w CA(")‘*‘ logﬁ Gk IOL (1 L- lA k)C*CQ\*Q) C*A

: " (5.12.6)
d)m:(/w) _C(Akt)k) oW+ Ay 10c(Ur s 1) k’cﬁb(l‘)

Terms quadratic in AF)*A® or AKcp® cancel as before. leaving the following
integral:

(k) k)'/ (k)// —V“‘)(A”", L. AGD, (k))
T a(A®”, P ) go [] Filod Xq))e g7 e 1 ATD.0H)

G166
Herc alu‘/’ff;é) is an uncentered, normalized Gaussian measure,
du”‘(k,( (k)”’ (j)(k)")
- ?7 dAM"| jreae dPN| g0 s 4 (AD)3 s enc QATYH AN

W 10 10 10 10

xexp[ — 1 1A k)c*cA ki *O.k OA(lk())c*cA(k)//>

1 (k) 4 (k - A

2ARPN, (A ety ) +al” *Pluy ) AR ™D
_ <A(1kéC*CA(k)N’ (I _ (7*0’1(,1OC5C%€?C*C.1oc)(7*0'k,10c5(1 . 1A({%C*CQS*Q)A(lk())C*A(k)>
k) b (k -
—(AFM", (1= (4, 10L(uk+1)+aL 2P(uys 1))
X CA(k) toc(ic+ 1) Ak 10c(thi 1 1) )AL PP (5.12.7)

This measurc has covariances C.x, C(,Jk)(uH 1), and nonzero means reflecting
the terms linear in A{¢p®” or AR)xe 4007
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After the conditioning our density assumes the following form:

Q£+ (0, 9)

k
= 3 Y TY T T duged ] s gy )

X AP Sg a1 4g0 " J=0

k
X ()A(’() e U/Qu OA(k) Ho AR <7Tc QA( )> 5 4<k)f/4<k)mﬂk>c% Tooedk+ 1, A [T8uXe)

(&)

k
W) (v
X n F(k) loc (1) H (e %'])(.\J!X) U [ ? )r*‘ )1 ’(uk+ 1)]

. 111
a¢ay (Jyx;, X)ES4

X CXp [ 3{A k)’**f O'k+1 1ogA(kJ/**f>

-3 <A(k)llpa Ak +1. loc(uk + 1 A<k)/ \/:, "2

i=1

© 7 ¢ k ~ k (k
"ék_E(k)*3/7)11.1“(/1];;r 17/1(2;)(; Uy 4 1)”R( )(A(s)c, Up 4 15 Oka,locA ))

Q(k)(A(8) ’ uk—+— 1 () Hk loc (k))} [ d“(/{?’;](/l(k)” /(k)”)/ [f<) H Zl, lOC(X(rl)

O1ET

X eXp[ VOUP, uy sy, A, 90 = Y Ws"‘)(X)J. (5.12.8)
:

The next two sections will focus on deriving a cluster expansion for the dumk,
integral in (5.12.8)

5.13. Decoupling of the Small Field Region

We give a cluster expansion for the dp%, integral in (5.12.8). The purpose is to
remove the dependence of the small field integral on the boundary fields. The
cluster expansion has two parts; Mayer expansion of the interaction, and
interpolation of the covariances of dy,ﬂk)

Let us divide A% into its elementary r(e,)-cubes [1®. We assign to D(“) all
bonds {x, x +¢,» with xe [1*. Note that V (A, u, , |, A%, ¢") involves A* |A(m,
()”"]/,(7,(, only. Thus we localize the fields ¢p*, A® in V"‘) by writing

¢(k): Z D(m)d)(k), AW = Z D(a)A(k).

We associate to any collection of localization cubes a smallest connected union of
cubes containing them (call it Y). Summing over all terms in V® and over
localizations giving rise to Y, we obtain a decomposition.

V(k)(Ag()’ Up 415 A(k)a (j)(k)) = Z V(k)( I/;,((l;l?lsl(/l ¢ )
Y

The last term includes all terms independent of A%, $®. We have an estimate
V(Y <ef(I¥e/ey)''* > Note that Y contains at most a few cubes.
Next we Mayer-expand the interaction
exp| —VOUY, u 1, AP, 9¥)— T WS"‘)(X)J

X

= VY e B D) [T (e VO ) [T (eTVE 1),
Sy Ss

YeSy XeSs
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Here Sy(S5) is the set of all Y’s (X’s) that arise in a term in the Mayer expansion.
We decompose A} into elementary regions {[J,};.; which are connected
unions of (]®. Two [J® are included into a [, if one of the following conditions
hold:
(i) They are both in some Y, YeS,,

(i1) They are both in some X, X €S,

(ii1) They both contain sites or bonds within r(e,) of some X

(iv) They are both in a connected component of A%).

For the decoupling of the Gaussian measure, we interpolate the covariance
with parameters s;€ [0, 1], i€ I, which turn off interactions between [, and []S.
The factors 6(QA™®”) (b')) in the measure constitute an interaction between blocks.
It is convenient to treat them directly, so we trade them for a fictitious integration
dB, where B is a field on A{)“*¢. We insert 1=.4"""[{dBexp(—1/2{B, B)) and
translate A%” by 0**B to obtain

JAAM | e g end QAR A)0 5, g (AW £ (AW

=T AAY dBeT B BS(QAN + QQFBIO (A (AW + 0*B).
(5.13.1)

GLEF.

ayp’

The translation does not affect 4, ,, and by (I1.2.19) we have QQ** =1I. Integrating
out B yields

W AAR exp[— AW, Q* QAR Y10, (AN £ (I - Q*Q)AW").

Thus we have a new quadratic form for AF*4®” namely
Q*Q+(I—Q*Q%)0%0y 10,01 — Q*Q). (5.13.2)

This is still bounded below on the subspace determined by J, (4®"): our lower
bound on d*g, ,,.0 implies a lower bound

[QA% 124+ 0(1)] AV — Q*Q AW |2 2 0(1) | A" 2.

Applying (5.13.1) to numerator and denominator of the d,uM) integral in
(5.12.8), the As cancel, and we obtain

A ™ Ve 1] FldX,) T] (0 —1)

" o1€d, YeSy

x ] (e ™™ —1)= (1] f(0)) .
XeSs iel 1

where f([];) is the product of all the factors under the d,u(,m integral above that are

localized in [J,. (Factors localized in A} are assigned to the [, intersecting the

corresponding component of A¥).) Our construction of the [J; ensures no overlap

of factors between different [];’s. Everywhere A®” appears as (I — Q**Q)A®". The

expectation <~>I is in the measure

dq)lwéAX g AN exp[5{ P, AP> +{( D, F)].

We have simplified the notation by Writing G=(AY", M), dP| g
=dAY| yened ) 40, ALEP=(A[F*AN", AT "), and so on. The quadratic
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and linear forms 4 and % are obtained in the obvious fashion from (5.12.7),
replacing A%# AW with (1 —Q*Q) A * A% The linear form is localized near
the boundary of A%).

To preserve positivity and boundedness properties of the inverse covariance,
we define our s-dependent inverse covariance by taking convex combinations of
inversc covariances with Dirichlet boundary conditions. For an arbitrary subset I’
of I we define Dirichlet forms:

Ap= Y 040+ 0401,

ied
where []°= [J;, and all operators are restricted to the subspace A%"(I', ) =0.
gl
Next we define an operation
arAp=Aror

and we define a quadratic form for s={s,},.,:

=[] [ =spa;+s]d= % T[] (I1—=s) ] sdr.
iel rcil ier iel\I'
Note that by resumming the expansion above and using the fact that for i” &i or 7/,
or for i=1i, O{ag,,4)0;=0,;40;, we obtain that
Di/‘iDi':SiSi'Di/]Di': '+
Di/liDi: Dl/' Di‘
Using the theorem on unit lattice operators in [6], we can invert this operator to

yield an exponentially decaymg covariance C;=(—A4,) "
To give our expansion, we use the fundamentdl theorem of calculus to write

<n f(Di>_— Y [dsy o <n Ji(u] >

el rcr el

Here s, specifies 5,=0 for i¢ ', ds;= ﬂ ds;, ¢/0sp= ﬂ d/ds;, and (-, is the

expectation with quadratic form 4, mstead of 4. To calculate the s-derivatives,
note that the first derivative produces a term

<§s<Dq§ADqB> [1/O >

Subsequent derivatives either hit factors s; already pulled down or bring new terms
down with new truncations. After all derivatives are performed, we set the
remaining s; to zero, so only terms with no s; multiplying them survive. The result
is

IT/
<Hf(m,~)> =y idy 3 <11 (<0, ®. 400, @5 T] /(0 > .
el 1 rcit pairings p={p,}of I' iel sr

Py ={iy.Jy}

Recall that we have a linear term in the measure, e‘®?. With this term,
integration by parts replaces @ by C(3/0P)+ C.# (see Egs. (12.2), (12.3) of [3]
where a similar expansion is used). We integrate by parts all fields appearmg in this
formula. Each @ contracts through a C to another &, to an f([];), or to #. If a
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closed loop forms, or if a train of covariances beginning and ending in .% forms,
then the term disappears with truncation. Thus we have only trains beginning with
a 0/0® and ending in either /0@ or % . The sum over pairings and the sum over
ways of arranging the contractions combine into a sum over walks {w,}, . ., =i,
I3, ....1),)) involving the sites in o, an element ofa partition w of I'. Thus lettlng 2N
denote the partitions of I", we have

<H f( D)> 2 [dsp } <H [Z< 5 G:0,400,C,00,400,,
iel rci neP(I) \ xen _w(a) ()@

A, G (% Of; +z>>} I f([j,.)> a (5.13.3)
\ iefl Sr

The 1/2 for the 52/0®* term compensates for the fact that we couni a walk as being
different from its reverse. The combinatoric structure of (5.13.3) is very similar to
that of the GJS cluster expansion [9].

Let us examine the factorization properties of this expansion. The form 4 has a
range less than 1/2r(¢,). The f([J;) do not couple different [],. Hence only adjacenl
(1, with s,#0 interact in the above formula. Thus our expression for

d/ds, <[] _/'(D,.)> factorizes over the connected components of . (Here we say

el

that [J; is connected to [, if they abut on a hypersurface of any dimension.) The
expression also factorizes over the (], ieI\I'. Call the factorization regions
clusters.

It is worth mentioning here that only clusters intersecting A{) have any
dependence on A{yp®, AR A®, This is because .7, AY —AD" H* — p®" are
nonzero only in 4. Thus we have finally decoupled clusters that do not intersect
A% from the large field regions - at least in so far as the fields u', ¢® are
concerned. There is still dependence on the block fields v, ip which have yet to be
integrated over and decoupled. We denote by A%} the set of sites in clusters not
intersecting AL

We give now the expression for the polymer activitics of this expansion. Given
some region X, a union of [];, we sum I” over all subsets of {i e : [];C X}, such that
X is a single cluster. Writing

C,=C,0,40,C.0;,...00,, C,,

we have

. A
X) N ; Jd§1 TEE%;([) < JEIH [(r%) < (;é)’ C‘"‘“) <2 (j(p > >< ]:IX/ >§I'~X

Heres={s;:[];C X|,and {-),, yisdefined by integrating over the fields in X only.
We obtain the following expressions for the duw,-lntegral in (5.12.8):

14%3)

Sy ey g (X =e e Y [ gy(X,). (5.13.4)

Sy Ss (Xq! filling "“v]b) % Xl o

Here g,(X,) is obtained by summing over Sy, S5 compatible with X, (each Y, X is
contained in X, or the corresponding component of 4{):

g:(X,)= 3 g:(X,).

Sy.Ss compatible with X,
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Let us estimate g,(X,) now. Each time some cubes are joined into one [J; by an
e VM _1 orane "M — 1, we get a factor ef(Ife/ey)! ' * or e "¢"e¥), Each time
some [];’s are joined, we have s-derivatives, which produce functional derivatives,
chains of covariances C,,,, and factors # =0(e” ‘). Functional derivatives
hitting y-factors farther than 1/2r(e,) from A%Y produce factors e °P0)” after
integrating with respect to A®”, ™", These derivatives are supported at [4%|
> cpley) or |p™®”"| = cp(e,) (here we use the fact that the translation vanishes). Thus
we can use the arguments at the end of Sect. 14in [3] to extract the factors e ~ <P’
from the Gaussian measure. Functional derivatives hitting e V'™ yield factors
eP(I¥e/e0)'* ~* Functional derivatives hitting y'-factors within r(e,) of A} are
connected through C,,,, to 4§}, so we get small factors e~ from the exponential
decay of the operators C; and 4 in C,,,,. Altogether we have small factors at each
end of C,, (except for contractions to F' (X, ).) If the walk w(x) wanders
through more than a few cubes, we begin to pickup factors e ~"*), These control
the sum over walks and partitions, and the factorials, as in [9]. (Factorials can be
produced when many functional derivatives hit the same object, for example a
characteristic function.)

Altogether, we typically get at least a small power of ef(I¥¢/ey)'* ~* in every
cube of X,. The exceptions are when cubes are in a component of A§), when they
support some Fy', (X, ), or when X, is a single cube. We must allow for divergent
factors such as (L*) ™™ at F}' (X ,,), where i depends on F. Estimating the sums
over S,, S5, and the sums in the cluster expansion leads to combinatoric factors

expl(ef(Lefeq) * ™ 1X,),  F>0.

Such factors are easily beaten by the small factors described above for nonexcep-
tional cubes. For the cubes in A{) or for a single cube, we have to include the
proper volume factor in our final estimate.

In sum, we have the following bound or g,(X,):

220Xl = expl(e/(Lfe/ee) ) (|1 X, n AT+ 1)]
% 1’1 (Lk((:)Aﬁl(ﬂl)(eﬂ(LkS/go)l/A 'a)ﬁ’|Xa\A(1“1)"] )

The product over ¢, runs over ¢, € 6, such that X, C X, or X, isin a component
of AY° overlapping X,. If |X,|=1, with no F}'|,-factors, then we have the more
precise bound [g,(X,)— 1| < ef(I¥e/ey)'/* ™%, obtained from the same estimates on
the Sy, S5 sums, and from extremely small factors when a y'-factor is replaced by 1.

5.14. Resummation and Extraction of the Perturbation Expansion

The estimates in the last section show that the basic volume dependence or
pressure for our expansion is naively of the order of (e#(If¢/cy)'/*~*)¥. We need to
do better in A%, the region that has been decoupled from the large field regions.
We improve our expansion in A, by computing the pressure and the expectation
of F}! .. as perturbation series plus remainders of the order of (e/(L'/e,)"/* ~#)" !,
(eP(I¥e/eg)'/* ™ * 1, respectively. The remainder terms are so small that they can
be treated like the large field effects and ignored in the expansion at the next scale.
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The perturbative terms exhibit renormalization cancellations, and so obey the
bounds we need for the next step.

To extract the perturbative terms, we resum the decoupling and Mayer
expansions in A%, Note that W¥(X) 40 only for X at the boundary of A{}. Thus
W-terms will not appear in the resummed expansion. We obtain for the
expansion in (5.13.4)

2 [18.(X,)= 3 [182(X,)z4(ATY),

{(Xo} « {X 4} overlapping Agkl)C a

where

k)Y _—_ /.7 m — V(AR
ZF(AIZ)_ KAE"Z) n k.loc(Xal)e 12 5
01: X5y CAY) L.A%)

B (5.14.1)
VOUAB)= Y vWe(Y).
Ycagk)
Recall that A®"=A® ¢®"=p® in A¥), and that AP has been replaced by
(I—Q**Q)A®" everywhere in the integrand.
We treat z(A%)) as follows:
(A%,
ZF(A(I}(%) = ZP(SI(I;;)) exp(logz(/l(l"z)),
where z(A¥)=z,_,(4%), and we give expansions for zp/z and logz. The first
expansion will give rise to Fi | 1. plus remainders, the second to %5, | .. plus
remainders. We consider only logz for the moment.

Define z,(4%)) for t € [0, 1] by replacing V(A%) with t V(A%), replacing y(cp(e,),
(I— 0 *Q)AW) with y(cpl(te,), (I —O0*Q)A"W), and similarly for y(cp(e,), »*). Thus
the restrictions and the interactions disappear at t =0, at which point we have a
purely Gaussian expectation.

Thus we define perturbative terms for the action,

n o

Prer(AF) = LT o de logz, (A= 0>
and a remainder
1 1-=0"/d d
RBAN= (dt— — 2 (. 2N 5.14.2
L21{( 12) (_!_ ¢ (Fl"‘])' <dt> ,dt>z ( )

Here <.), is the interacting expectation

, — O (A O
o= m<'2{,1§g>.te iz )>],A(1’<2):
with X’AYE“ defined as above replacing p(e,) with p(te,).

We express each d/dt as asum ) (d/dt),, where (d/dt), acts only on the t before a

particular term V®(Y) in ¥® or in a particular y-factor. We cluster expand as
before each integral making up the truncated expectation values {(d/dt), ;
. (djat),. . >.Let HC{1,...,i+1} specify which observables are included in one
of the integrals. If J € H then we have a factor (d/dt),, in the integral. The partition
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[[0;} of A} is determined by the sets Y from e~ " —1 factors, and by sets Y
from V*®(Y) factors differentiated down. The expansion takes the form

< [I <§;> X/A(‘;‘Z)‘le_tv(k)(‘/i(lkz))> = Z n gS(HIb Xﬁ) . (5143)
jeH 7y 1.A(1’;’ {X o} filling /1‘1"2’ B
Here HyCH specifies which (d/dt), have supports intersecting X ;.

The polymer activity g5 is essentially the same as g,, but with additional
observables,namely the (d/dt),-factors determined by H ;. Also, the interaction and
characteristic functions have been partially interpolated away, and there are not
W-terms.

If | X =1, H;=0, we write g3(0, X )=1+g5(0, X ;) and the above expansion
holds again, but without the condition that {X ,} fill A%). The {X ;} must cover all
cubes connected with the (d/dt), , je H. Let us drop the prime, and prove that

lga(H g, X p)| < (eP(Lkefe) /4~ )Mol + pIXm AN, (5.14.4)
The proof of this estimate is similar to the one for g,. We mention only the new
features. Each factor V®(Y)in [] (d/dr), produces a factor e/(Le/eo)!/* ~* in the

We use X;\H, to denote the set of cubes with no (d/dt), factors, je H,.

final estimate. This is obtained ijri Igﬁe Gaussian integration estimate, using the fact
that V®(Y) is a small polynomial in A®, ¢®. [The restrictions disappear as t —0,
so V®(Y) cannot be replaced by its supremum.] The factors e *® —1 can be
bounded as before, because the coefficient ¢ in front of V*¥(Y) plus a small power of
e, easily beat the bounds A®, ¢ < cp(e,). Each t-derivative of a y-factor in 7 409 ,
gives at least a factor ef(I¥¢/e,)!/*~ * This follows because with (1, x) = d/dx(1, %),
we have

A®

d
e <I p([ek)> 7'(1, A% cp(tey))

<ct™ 71, A% epltey)),

d
}d*r Hep(te. A©)

and similarly the n-th derivative in t of y(cp(e,), A®) is bounded by t™" times a
function bounded by a constant and supported in ¢, p(te,) <|A®| < c,pltey). After
integration over A%, we obtain factors ct ~"e” P <(ef(Lke/e,) /4~ %)". Similar
bounds hold for ¢™. The bound for H,=0, | X,/ =1 was obtained for g,, and the
same proof applies here.

Returning to our expansion, let us sum first over {H }, the partition of H
determined by the {X;}. Denote the X ;’s with H,+0 by X ; the X ; with H; =0 by
Y;. The expansion (5.14.2) becomes

) ) [1gs(H,. X)) I;[ 23(0, Y5).

{H,}e #(H) {X,},{Y¢s} nonoverlapping 7
Each X, must cover and connect all the t-derivatives specified by H,. Next we
reorganize this cxpansion in order to extract the truncated expectation values
(5.14.2). This involves adding and subtracting terms in a scheme familiar to one in
[10]. We insert factors

0 if X,Y overlap

X,Y)= .
uX, ¥) {1 if X,Y do not overlap,
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and similarly factors u(X , X,), u(Y;, Y,). We extend the sums over { X }, { ¥} to
nonoverlapping sets; however the corresponding subsets of H remain the same —
no duplication of t-derivatives. We put u=1+a and expand in the usual manner.
This enables us to factor out the normalization z,(A%}) to obtain

d
B0
JjeH it {H y}EW(H) Xy} Y1,....YB)
B

Z [1 f)ﬂgs( X)) I1 25(¢, ¥).

G ZeG d=1

Here ¥ denotes pairs of clusters (lines) and G runs over graphs of such lines in
which each Y; is connected directly or indirectly to some X,. The connected
components of G define a partition of H which corresponds to the partition in the

formula
d A4y
() )= 2 L), )

Thus we have a formula

d
@%@M%m@&m&m

Z [T a2) Hgs(H/>X [T g3, Y)),

G. LG, =1

where G, runs over connected graphs involving all clusters X, Y;, and hence all of
H.

We use this to give an expansion for the remainder from the perturbation
expansion of the interaction:

R(AP)= Y WFX).
XAy

Here W{'(X) is obtained by summing only over {X,}, (Y, ..., Y5) which fill X,
summing over {7;} with suppt(d/dt), C X, and integrating over ¢ as in (5.14.2). It is
now a standard exercise to estimate the expansion, using (5.14.4). The result is

lW(Sk)/(X)l é(eﬂ(Lk8/80)1/4—a)ﬁ+ 1+ 8|1X]| )

(We allow adjustments in f, o, ', keeping them small.)

We make some modifications in the perturbative terms to achieve the standard
form of the interaction, 25, .. We give random walk expansions for the
propagators CM, CA()k)(uH ) produced in this step. The leading terms, with only
propagators Cly o C‘,i‘(’k) 1oc(Uk + 1), we transform further. The others, localized in
region X, have a factor of e~ @)X We also consider as remainders any terms
whose order in /4 and e is greater than 7.

We wish to replace C'}y, 1, with Cik.. Recall that C} is the Dirichlet inverse to
(5.13.2), and we define CA e Dy cutting off the kernel when the arguments are
separated by O(r(e,)). C\¥) was defined in (2.9), starting from the inverse to 0*a; ,,.C

loc

on the appropriate subspace. The replacement of C*) 409, loc with C$} .. produces
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terms localized near A¥). These terms are bounded by a small power of coupling
constants, e#(Lfe/eq)'/* E . To make the replacement of C%) . w1th Clw note that
the former always appears between two operators as (I —Q°*Q)CHA 1o (I —Q*0).
This differs from C{ by a small, local operator, since after replacing Cy4 ,,. with

loc

C%), we have an identity
(1= Q*Q)CHI — 0*0") = (V= CliL+ Ofe 7).

Thus after removing some O(e ~ ““¥)) remainders, we have our standard covariance
Cc

loc*
We compose propagators, using also terms from
VB (AP). For gauge field propagators, we apply (5.5.11). For scalar field prop-

agators, we use the identity 2.42 from [7]:

GA(D:UH1)+‘1§L—2Gk(D,Uk+1)Q (”k+1) (D Ut 1)
X Qk(uk+1)Gk(D’uk+l):Gk+ (Ot 1)

There are also small (O(e”“¥)) terms involving G, oty 1) —Gu([d, g+ 1),
Clote )= C¥([,ugs 1), and Gy y goelther )= Gy ([ g4 1), and boundary
terms as above involving CA(k, ot s 1) —CB(uy . ). We end up with scalar field
propagators G, ;. loc(uk+ - For simplicity we extend the localizations of vertices in
all diagrams back to AY (for gauge fields we use a smooth localization function).
This produces more boundary terms. Then the terms produced in this step
combine with the old terms V0 (A% to produce the full interaction 25, | ;,(A%).
Altogether we have written

Vu(c’;mt( )+ jk+ 1( ) /fk+ 1. 10(: (8k)) + Z VV(fk)N(X) ‘
X
If we put WH(X)=WH'(X)+ WP"(X), then WH(X) obeys

(eP(Lkefeo)t/#—ym H 1A dist(X, A%)€) = #(ey)

WX < ,
IWS(X) = {(c/z(LkR/so)l/ﬁta)ﬁ ¥, otherwise.

We apply a somewhat different procedure to extract the proper perturbative
terms from the observable. We integrate by parts in the Gaussian expectation
(5.14.1). Each F}' (X ,,) is a polynomial in A%, $®; those fields can be contracted
via covariances Cly or Clil(u. 1) to other observables, to 7m0, oOr to the
interaction. After each mtegratmn by parts, we replace the covarlanzce by C{¥) o
C™(u, , ,)and give arandom walk expansion for the difference. For each term, let
X be the union of the cubes covering the X, and the regions from the random walk
expansion. A connected component of X is ‘called complete if a contraction to gy
occurs, if a term from the random walk cxpansion occurs, if at least Wit
interactions have been differentiated down, or if the term is constant (all legs
contracted). We stop integrating by parts fields in complete components of X.
After sufficiently many integrations by parts, all components of X will be complete.

We break up the observable according to the connected components of X. The
components containing contractions to /,,m, terms from the random walk
expansions, or at least m+ 1 interactions are called remainder components {X,}
The other components are called constant components { X}, since the observable
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there is independent of A%, $*). We can arrange the construction so that the { X}
are determined once the remainder components are specified. Summing all
possible diagrams in X, gives the observable for the next step there, Fy, | jo.(X ).
Summing all terms in X, gives an observable F, ,.(X,). Then the result of the
integration by parts is

<anloc 0'>1 Zan+110cX)<HFkrcm >17
X} <
where (-, is the interacting expectation at t=1.
Having extracted the desired perturbative terms Fy | 1,.(.X,), we need to finish

the calculation of the remainders by giving a cluster expansion for <ﬂ Fy. rem(Xr)> ;

with appropriate bounds. We use essentially the same expansion as before, Mayer-
expanding V®(Y)’s and interpolating the Gaussian measure. Finally the polymer
expansion ¥ =1+ a permits us to factor out the normalization. Without going into
details, it is clear that the result can be written in the following form:

<n FldX, > S G T Fh X)),
Loxe v ciXed UXo

The X, are disjoint, and each one covers at least one X
observables F' ..

The main source of concern in estimating G,(X,.) is that we only have bounds
IF 10X 5 )| S c(Lfe) ™™ e "™, coming from our estimates on perturbation expan-
sions of observables; similarlyfor Fy | ,.(X ). Here m(c), m'(c) depend on the terms
in F'in X, or X By performing sufficiently many integrations by parts, we have
arranged for enough small factors to beat these large factors in the remainder
terms (at least if X,. is not at the boundary of A(’") Near the boundary we have

potentially large covariances Cff(";;uoc CHor CB oeltte s 1) — CEUuy 1 1), s0 we

make use of the proximity to A to provide the necessary convergence. These
considerations lead to the following estimate:
[GUX)| < F (X)) L)+~ 10
X ]‘[ [C(Lk{:)*m(c)efm’(r)] )

Xo CX1dist(X o,y A <r(en)

the support of onc of the

a1

To summarize the results of this section, we have

o~ VEonau(A() Y T1g(X
X} @
= )} [18:(X,) Z [TGX
{X»} overlapping A(H‘ 2 Xy} ¥
x [ FreodX C)CXP( — P a0 AE) = ¥ Wé(k)(X)>~ (5.14.5)
Xt X, \ X )

5.15. Second Mayer Expansion and Scaling

In this section we recover the induction hypothesis for k + 1 instead of k, and write
a formula for the hole functional g, , (X ). First we Mayer-expand the irrelevant
W terms:

exp(fgwg > ST (e 1), (5.15.1)

Se Xe€Ss
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We dcfine
AR =41 U XU X, U X

\XeSs Lr Vet XonX 0, XeSe

it is a region now completely free of irrelevant terms. We write

I] F1{+1 loc 1—[ Fk+l loc c’) n Fl{+ l.luc(er’)7 (5152)

(':X(.qu,X,r

where {0} ={c: X, CA}, and {¢'} are the rest.

By inserting (5.14.5), (5.15.1), (5.15.2) in (5.12.8), we obtain the final form of the
density of, (v, ).

We now scale this density from T**" to T/**"), putting ph(y)=L =22
' (L™ 1y). If we definc

1—2
Q(v,qal):exp[f(—(lo L)lT(Hn[I (v, €= 221

then the integral of g(v, ") is equal to the integral of o*(v, 1"). Thus we define the
(k+ 1)th normalizing encrgy to bc

‘ {—2 ,
b =6+ B9+ S (log L) [T 1), (5.153)

Letus describe how the scaling affects a few of the objects that will be needed in
the next step. Defining f** Y(p)=(ie,, ;)~ 'logv(p), we have that

7k — -1 > L~ Yy yex k+1
eIl 2D 1 100 QK = LDy 1000 QR fETY
and thus in 4%* we have
T 1,0 oL tpwyes (k1
sy = (00 exp[—ie, L 'ND iy 108" TFOFE SET]
as in the induction hypothesis (4.2). The quadratic forms become
Ly gysspk+1) ()rsese O+ 1)N L/ g0k)7 (k)
5 (A S SOk 1 10eA5 >+2<A(8 P, Ak+1,10c(“k+ 1 )1/)>

The interaction and obscrvables are scaled and written as 2, , ,.(4%) and
Fy i1 10X ), respectively. Propagators and vertices appear scaled to the L™ 'y
lattice. The scaled form of the normalization factors is given in (4.6), (4.9).

Let {X .} be the components of A7), and let X . also specify 4% X . and a
collection { X )} of sets from the previous step. We exhibit the factorization of most
of the terms in g, . (v, p) by writing

k
Genrlvyp)= 2 [ ]] ¢ l()l/l“)"ok+](L P AX o )5 {u)

Xorp J=0
QI,\ + 1(1), lp’ {Xw’}° {u(i)})
:Xk+ 1./1(07\)' IT gk+ I(er)’) H Fk+ l.loL n [Z(J“) "‘7( i (ul\+1)]

A48
xexp[ —z{AG*H g, .mc/is")’”.f “r

1 k k k o
——§<A§3)/1/‘13Ak+l,luc(uk+I)A(B,/Ip>-'@k+ 1.1oc(/1(8))_0(k+1];
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ich is in the form of our original induction hypothesis, (4.1). The hole functional

has the expression

X(J)

Er+ 1(Xu>'):' Z

Sa,(\rl.}I(‘;’*"er(,)/,{Xa}, {X,},Se compatible with X,

X _fd¢(k)|A<l§;Cnx(,,,(5Ax. Ag‘g'mx(,,/(U(k))dmlk)/*cnxv,/(v/QU(k))

€
N Tk k) § ~ N .
X OA‘)"”*(\A‘]’B)’”*HX(,, (77_( QA L(Ag"“mx,,,/[/lg‘)m AJICAN & AGIAX oy

x[TedX,) T FiwdX,) [ (e "85 1)

0. XoC X (J.x;,X)eSa

x [1g2(X,) H G(X,.) 11 (e e ) [I FioiiodXe)

XeSe ¢ X CXe

8
X EXp |: - Z *‘@i(Xw’) - ‘ZﬂkAloc(A(Bkw ”5 A(Sk)cme’ﬁ ak + 1)

i=1

(k) q(k)c k
—RUALAX sty 1, O H, A )

- Q(k)(/jg()crw>{m’1 U + 15 OkaAlocA(k))] . (51 54)

Compatibility means that the summations run over sets associated only with
. and that the sets would have given us X, in the course of our constructions.

Specifically, this implies a certain “density” of terms leading to convergence
factors, and compatibility of the sets with the layered structure imposed by the A%

We have discussed the estimates on many of the elements of the expansion in

2+ 1- However, we cannot complete the estimates until after extracting conver-
gence from the large field conditions. This is accomplished only after integrating
over the final v,  in the last step. These problems, and the problem of decoupling of

the

final fields, will be considered in a subsequent paper.
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