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ABSTRACT

Self-avoiding walk is equivalent to a certain supersymmetric field

theory of the Φ4-type. The equivalence is presented along with

the prerequisite mathematical tools (Grassman Gaussian inte-

grals). A Lévy process is defined on a hierarchical lattice and

mimics the standard random walk. Self-avoiding walk on the

hierarchical lattice is analyzed using the equivalence. The self-

avoidance does not change the decay of the Green’s function at

the critical value of the killing rate (mass).

In this talk I will present an approach to self-avoiding walks which is based on
an equivalence to a certain supersymmetric field theory. Through this equivalence,
the local time τ maps to the square of a Gaussian field, Φ2. Hence, the self-
avoidance interaction τ 2 maps to Φ4, and the result is a supersymmetric version of
the frequently studied ϕ4 field theory.

This equivalence has been exploited by Brydges, Evans, and myself [BEI]
in a hierarchical model of self-avoiding walks. We show that the self-avoidance
interaction reduces to no interaction at long distances, and that the Green’s func-
tion decays like the simple random walk Green’s function. Some extension of our
methods should exhibit the logarithmic corrections expected for quantities such
as the end-to-end distance for T step walks. Here, due to the slow approach to
noninteracting walks as the length scale tends to infinity, one expects the end-to-
end distance to behave as T 1/2(logT )1/8, rather than T 1/2 as for simple random
walk. We hope these results may also be extended to the simple cubic lattice, a
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longstanding problem.
The most familiar form of the self-avoiding walk is obtained by enumerating

all self-avoiding walks of length T . Such a walk is described by a function ω :
Z+ → Zd in d dimensions, with ω(0) = 0, |ω(i)− ω(i+ 1)| = 1 and ω(i) 6= ω(j) for
i 6= j. One puts counting measure on the set of T step self-avoiding walks. Letting
the associated expectation be denoted 〈·〉, one can analyze the asymptotics of the
end-to-end distance:

〈ω(T )2〉1/2 ∼ T ν .

Here ν = ν(d) is one of the critical exponents of self-avoiding walks. One expects
ν = 1

2
for d > 4, thought this is proven only for d larger than some d0 [S]. A weakly

self-avoiding walk is a bit easier to study, but should have the same exponents. In
this case one does not assume ω(i) 6= ω(j) for i 6= j, and instead weights each walk
by a factor proportional to

∏

i<j

(1− λδ(ω(i)− ω(j))) . (1)

If λ = 1, we get the strictly self-avoiding walk, and if 0 < λ << 1, we get the weakly
self-avoiding walk. In the latter case it is proven that ν = 1

2 for d > 4 [BS].
Four dimensions can be seen as the borderline between “mean field” behavior

(ν = 1
2) for d > 4, and nontrivial behavior (ν > 1

2 ) expected for d > 4. This
should be signaled by the appearance of logarithms. Detailed predictions for the
logarithms have been made by extending renormalization group calculations for n-
vector φ4 models to n = 0 [BLZ, De, Du]. The equivalence with the supersymmetric
Φ4 model can be thought of as a rigorous version of the n = 0 limit. At least it is
the representation which appears most suited for rigorous analysis of self-avoiding
walks.

We slightly change the underlying random walk process by working in con-
tinuous time. This means that the unperturbed measure is defined by a system of
probabilities p(t, x), t ∈ R+, x ∈ Zd, satisfying

∑

x

p(t, x) = 1 ,

and the diffusion equation
pt = ∆p ,

where ∆ is the lattice Laplacian. We can define a Green’s function for simple
random walk in continuous time:

G0x =

∫ ∞

0

dt p(t, x) =

∫ ∞

0

dt et∆(0, x)



= (−∆)−1(0, x)

=
1

N

∫

φ0φxe
− 1

2

∑

x

(∇φ)2x ∏

y

dφy . (2)

In the last line we have used the fact that the inverse of any operator can be
obtained as the covariance of some Gaussian integral. In this case the operator is
the Laplacian, leading to the (∇φ)2 term in the Gaussian measure.

Equation (2) expresses simple random walk as a path integral. Before at-
tempting the same thing for self-avoiding walks, we need to replace the interaction
(1) with something appropriate to the continuous time framework. We replace (1)
with

exp

[

−λ

∫ T

0

ds

∫ T

0

dt δ(ω(s)− ω(t))

]

= exp

[

−λ
∑

x

∫ T

0

ds δ(ω(s)− x)

∫ T

0

dt δ(ω(t)− x)

]

= exp

[

−λ
∑

x

τ2
x

]

.

Here

τx =

∫ T

0

dt δ(ω(t)− x)

is the time in [0, T ] spent at x, the “local time.” We can now define the Green’s
function for self-avoiding walk

GSAW
0x (s) =

∫ ∞

0

dT esT

〈

exp

(

−λ
∑

x

τ2
x

)

δ(ω(T )− x)

〉

, (3)

where 〈·〉 is the expectation determined by simple random walk, i.e., by the proba-
bilities {p(t, x)}.

Note the appearance of a Laplace transform variable s dual to T . This was
suppressed in (2) because s = 0 was the critical value where G0x exhibits power
law decay. In (3) we need to adjust s to some nonzero value to compensate for the
killing rate induced by the self-avoidance interaction. It is the critical value of s
which is relevant for the long-time behavior of self-avoiding walk. If one wishes to
evaluate quantities such as the end-to-end distance for T step walks, one would have
to invert the Laplace transform. What is important then is the behavior of G0x(s)



in the neighborhood of the critical value s = sc. We believe that the analysis leading
to the asymptotics of the end-to-end distance can be done, but we will consider here
only the asymptotics of G0x(sc).

Let us now proceed to the field theory representation for GSAW
0x (s). It was

originally derived by McKane [M] and Parisi-Sourlas [PS]. Let F (τ) be any function
of local times τ = {τx} (for the process in [0, T ]). We claim that

∫ ∞

0

dT 〈F (τ)δ(ω(T )− x)〉 =

∫

φ0φxF (φ2)e
− 1

2

∑

x

(∇φ)2x ∏

y

dφy . (4)

Note that taking F = 1, we recover (2). To obtain GSAW
0x we need only take

F = exp

[

s
∑

x

τx − λ
∑

x

τ2
x

]

,

since T =
∑

x τx. Then on the right-hand side we obtain

F (φ2) = exp

[

s
∑

x

φ2
x − λ

∑

x

φ4
x

]

,

leading to a φ4 field theory.
To prove the claim, note that it is linear in F so it is sufficient to verify it

for functions of the form exp[
∑

x vxτx]. In this case we have
〈

exp

(

∑

x

vxτx

)

δ(ω(T )− x)

〉

=

〈

exp

(

∫ T

0

v(ω(t)) dt

)

δ(ω(T )− x)

〉

= eTH(0, x) ,

where H = ∆ + v. This is the Feynman-Kac formula. Therefore, applying steps as
in (2), we obtain

∫ ∞

0

dT 〈F (τ)δ(ω(T )− x)〉 =

∫ ∞

0

dT eTH(0, x)

= (−∆− v)−1(0, x)

=
1

N ′

∫

φ0φxe
− 1

2

∑

x

(∇φ)2x−
1

2

∑

x

vxφ
2

x ∏

y

dφy

=
1

N ′

∫

φ0φxF (φ2)e
− 1

2

∑

x

(∇φ)2x ∏

y

dφy . (5)



Here N ′ is the normalization for the v-dependent Gaussian measure exhibited on
the third line. Note that except for this factor, the claim (4) is verified.

Grassman Integrals. Unfortunately, in the present framework, the factor
N ′ will not go away. To obtain a true statement, we have to generalize our notion
of Gaussian integral to allow for Grassman variables as well as ordinary variables.
One can arrange for the two types of normalization factors to cancel, so that for an
appropriate generalization of φ, N ′ = 1 and (4) holds. See [L], [BM] for some other
applications.

It is fairly straightforward to define the needed Grassman algebra and its
associated integration theory (the Bérezin integral [B]). Let G be the algebra over
the ring of complex valued C∞ functions on R2n with a 2n-tuple {ψ̄1, ψ1, . . . , ψ̄n, ψn}
of generators satisfying the anticommutation relations:

ψ#
i ψ

#
j + ψ#

j ψ
#
i = 0 i, j = 1, . . . , n, ψ#

i = ψi or ψ̄i .

The elements of G can be uniquely represented in the form

g =
∑

α

g(α)(φ)ψα ,

where α is a multi-index with 2n components (ᾱ1, α1, . . . , ᾱn, αn) which take values
0 or 1, and where

ψα = ψ̄ᾱ1

1 ψα1

1 · · · ψ̄ᾱn
n ψαn

n .

For each α, g(α)(φ) ≡ g(α)(φ, φ̄) is a C∞ function on R2n, but we use complex con-
jugate variables (φ̄1, φ1, . . . , φ̄n, φn) to denote a point in R2n. The Bérezin integral
is the map

∫

dαψ : G → G which is linear over C∞(R2n) and satisfies

∫

dαψ(ψαψβ) = π−|α|/2ψβ

whenever ψαψβ 6= 0. If α = (1, 1, . . . , 1), we write dαψ = dψ. We may assemble all
fields into a single vector Φi = (φ̄i, φi, ψ̄iψi). Then it is natural to define combined
Boson (φ̄, φ) and Fermion (ψ̄, ψ) integration by putting

∫

dΦg =

∫

dφ

∫

dψ g

for any g ∈ G. Here dφ = dn(Re φ)dn(Im φ).
With these definitions it is not hard to verify that

∫

dψe−ψAψ̄ = π−n detA



for any complex n× n matrix. In contrast,
∫

dφe−φAφ̄ = π−n(detA)−1 ,

provided the real part A + Āt of A is positive definite. Thus, as desired, the
normalizations cancel, and we define a combined Fermion-Boson Gaussian measure

dµc(Φ) = dΦe−φAφ̄−ψAψ̄ ,

where C = A−1. It may be surprising, given the completely different integration
theories, that this Gaussian measure is calculationally very similar to the standard
Gaussian integral. For example,

∫

dµc(Φ)φ̄iφj =

∫

dµc(Φ)ψ̄iψj = Cij ,

and other moments can be evaluated using the usual Wick rules (but with minus
signs coming from the anticommutation relations).

In an ordinary Gaussian integral where φ is an n-component vector, the
normalization is (detA)−n/2. Since this cancels in the combined measure, one can
think of the system as an n = 0 component vector, the two Fermionic components
“cancel” the two Bosonic ones.

Using the combined Gaussian measure, we can now write down a corrected
form of (5).

Theorem 1. Let F ∈ C∞(Rn+) satisfy |F (τ)| ≤ const ·exp(−b
∑

τi) for some b > 0.
Then

∫ ∞

0

dT 〈F (τ)δ(ω(T )− x)〉 =

∫

dµc(Φ)F (Φ2)







ψ̄0ψx
or
φ̄0φx







,

where C = (−∆)−1. More generally C is the inverse of the generator of any con-

tinuous time Markov chain ω.

Applying this theorem to self-avoiding walk we obtain

GSAW
0x (s) =

∫

dµc(Φ)φ̄0φx exp

[

s
∑

x

Φ2
x − λ

∑

x

(Φ2
x)

2

]

. (6)

The Hierarchical Model. In [BEI], a Lévy process (continuous time
Markov chain) is constructed on a hierarchical lattice G =

⊕∞
j=0 Zn. The jump-

ing rates are chosen in such a way that the Green’s function mimics the inverse
Laplacian. Define the length of any point x ∈ G:

|x|H =

{

0, x = 0,
Lp, p = inf {k : x ∈ Gk},



where Gk =
⊕k

j=0 Zn. Taking n = Lp, we can think of Gk as a block of Ldk points
such as would arise in a renormalization group scheme on the simple cubic lattice.
Then, for most x, y, |x− y|H is comparable to the Euclidean distance |x− y|.

Endowing the hierarchical lattice with a group structure permits the use
of the Fourier transform to compute the Green’s function. Specifically, in Fourier
transform variables, the Green’s functions is the inverse of the infinitesimal gener-
ator of the process. The following result is obtained in [BEI].

Theorem 2. Consider the Lévy process on G in which jumps from x to y have

probability proportional to |x − y|
−(d+2)
H . The jumping rate may be chosen so that

the Green’s function is

Gxy =

{

|x− y|
−(d−2)
H , x 6= y

(1− L−d)/(1− L−2), x = y.
(7)

The Renormalization Group. Let us apply the field theory representation
(6) to the hierarchical model. The covariance of the Gaussian measure is given by
(7). It can be split as

G = G′ + Γ

where
G′(x) = L−2G(x/L) .

Here division by L corresponds to a shift in G =
⊕

Zn. The “fluctuation covariance”
Γ vanishes if |x− y|H > L. A renormalization group transformation can be defined
by writing

∫

dµG(Φ)F (Φ) =

∫

dµG′(Φ′)dµΓ(δ)F (Φ′ + ζ)

= dµG(Φ)(TF )(Φ) .

In the second step, we have rescaled Φ′ and replaced blocks with points, using the
constancy of G′ on blocks.



In the case at hand, F =
∏

x f(Φx). Since Γ does not couple different Ld-
blocks, TF is also a product. Hence, T can be viewed as a transformation on
functions f . Except for the presence of Fermionic variables, this transformation is
similar to ones studied by [BlS], [GK].

The following result on the action of the renormalization group on the hi-
erarchical self-avoiding walk is proven in [BEI]. The formulation uses wick ordered
powers of Φ, which are defined as

:P (Φ): = exp(−∆)P (Φ) ,

∆ ≡
∑

x,y

G(x− y)

{

∂

∂ψ(x)

∂

∂ψ̄(y)
+

∂

∂φ(x)

∂

∂φ̄(y)

}

.

Theorem 3. Let d = 4. Assume µ2, η are O(λ2), with λ small. Suppose

g(Φ) = e−λ:(Φ2)2:+µ2:Φ2:(1 + η:(Φ2)3:) + r(Φ) ,

with remainder r(Φ) depending only on Φ2, and satisfying

∑

α

sup
φ

∣

∣

∣

∣

∂αr(Φ)

α!
eλ

1/2|φ|2
∣

∣

∣

∣

≤ O(λ) .

Then Tg satisfies the same properties, except that λ, µ2, η are replaced with primed

parameters obeying

λ′ = λ− βλ2 + O(λ3)

µ′2 = L2µ2 + γλ2 +O(λ3) .

Theorem 3 shows that the model is asymptotically free. This means that for
a certain choice of µ2 = µ2

c(λ), the parameter λ is driven to zero under successive
applications of the transformation T .

Further analysis of the “observables” φ0φ̄x in (6) leads to the following
asymptotic statement for the self-avoiding walk Green’s function (at the critical
µ2
c(λ)):

GSAW
xy (µ2

c(λ)) = (1 + O(λ))G(x− y)(1 + ε(x− y))

|ε(x)| ≤ λ(1 + λ log |x|)−1 .

Thus the decay of the Green’s function for self-avoiding walk is the same as that of
the Green’s function of the hierarchical Lévy process.
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