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Harvard University 

We define a Levy process on a d-dimensional hierarchical lattice. By 
construction the Green' s function for this process decays as lx l 2-d. For 
d = 4, w e  prove that the introduction of a sufficiently weak self-avoidance 
interaction does n ot change this decay provided the mass = "killing" rate 
is chosen in a special way, so that the process is critical. 

1. Introduction. Self-avoiding walk is of particular interest in four di
mensions because it is believed to be the borderline between simple Brownian 
behavior in dimension d > 4 and complex behavior in d < 4. It has been 
argued [Brezin, Le Guillou and Zinn-Justin (1976), De Gennes (1972) and 
Duplantier (1986)] that a self-avoiding walk of length T on a simple cubic 
lattice in four dimensions will have an end-to-end distance which is asymptotic 
to a constant times T 112(log T )118 as T � oo. 

In order to learn about this problem, we begin an analysis of an analogous 
problem with the simple cubic lattice replaced by a hierarchical lattice. As 
should be evident in Figure 1 ,  the hierarchical lattice behaves simply under a 
rescaling of distances. This feature makes it especially suited to studying 
long-distance or long-time asymptotics via successive rescalings (the " renor
malization group" method). Hierarchical models were introduced by Dyson 
(1969) for lattice spin systems in statistical mechanics. They have since proven 
a useful guide to the more complicated " real" models [Benfatto, Cassandro, 
Gallavotti, Nicolo, Olivieri, Presutti and Scacciatelli (1978) and Gawedzki and 
Kupiainen (1982, 1986)] . 

In Figure 1 we illustrate how hierarchical distance , dH, is defined on a 
one-dimensional lattice: 

(The distance from a point to itself is 0.) 
If we define lx iH = dH(O, x), then dH(x, y) = lx - Y IH· Here the minus is 

not the minus that comes from the usual way of regarding the one-dimen-
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FIG . 1 .  

sional lattice as the additive group isomorphic to the integers. Instead the 
lattice points are labeled by elements of �=- EB;�0Z2 (see Figure 2). We call 
this a one-dimensional lattice because the number of points inside the ball { x : 
lx l � 2N} is 2N. 

We can replace Z2 by Zn with n = Ld, where L is any integer greater than 
1. If we define 

( 1 . 1) lx iH =- ' {£scale of x 

0, 
if x =I=O,  
if X = 0, 

then we will obtain a lattice � which is d-dimensional in the sense that the 
ball { x : lx iH � LN} contains O(LdN) points. 

Le vy process. We obtain self-avoiding walk on the hierarchical lattice as a 
perturbation of a Levy process (or continuous-time Markov jump process) on 
�.  [Levy processes on hierarchical lattices were considered in another context 
in Knapp (1988) and Kohler, Knapp and Blumen (1988), using a different set 
of allowed transitions. ]  This is analogous to perturbing about simple random 
walk to obtain self-avoiding walk in 1:4. A nearest-neighbor random walk on � 
would be very dull; it would never get out of the copy of Z n in which it starts, 
but we can create analogues to Euclidean invariant processes by allowing 
walks to have long-range jumps from x to y with a probability which is a 
function of lx - YIH· Let E/ ·) denote the expectation associated with the Levy 

X y 
• • • • • • • • • • • • • • • • 
0 10 11 100 101 110 111 1000 

X = ( ... , 0, 1, 1, 1) y = ( ... , 0, 1, 0, 0, 0) 
X- y = ( ... , 0, 1, 1, 1, 1) 

FIG. 2.  
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process with initial condition x E.:#. A sample path will be denoted w(t), 
0 ::::;; t ::::;; oo .  The Green's function for the process is defined to be 

In Section 2 we prove the following result. 

LEMMA. The Green 's function for a Le vy process on .:# such that 

( 1 .2) Prob(jump from x to y )  = Const · l x - yllid- 2 

is 
Const 

( 1 .3) G( x , y )  = I 1 d _ 2 
for x  =l=y .  

x - yH 

G(x, y) = G(x - y) can be thought of as the hierarchical version of the 
inverse Laplacian in 7Ld. We will be dropping the H subscript from this point 
onward because we are not going to have any occasion to use the Euclidean 
norm. 

Self-avoidance . We make the process tend to avoid itself by modifying the 
expectation E for a Levy process which starts at the origin and satisfies (1 .2). 
Given a path w(t), 0 ::::;; t ::::;; T, for the Levy process, we define the local time 
spent at x (up to time T) by 

( 1 .4) T( x ) = 1T ds l{w(s)�x}' 0 
The time spent inside some set A c .:# is therefore 

( 1 .5) T(A) = f dx T( x ) , 
A 

where dx is the counting measure which is also the Haar measure on the 
lattice .:# .  A measure of self-intersection inside a set A is 

( 1 .6) 

The expectation E[ for a self-avoiding walk depends on the strength A � 0 of 
the self-repulsion and the time T for which the walk tries to avoid itself. It is 
given by 

· 

(i.7) 
. E( e -M-2( .#) · ) E T ( • ) = --'------;;--:--A - E( e -M-2 ( .#)) • 

Our objective is to prove that the end-to-end distance E[(lw(T ) I ) for this 
walk is asymptotic to a constant times T 112(log T)118• However, we fall short 
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of this in this paper and instead we investigate the Green's function which we 
define for A 2 0 by 

( 1 .8) Ua( x ) = lim loo dTE(e -AT2 (A)-ar (A)t{w (T) �x)) · A_,..§ 0 
A more natural object would be obtained by moving the limit inside the 

integrals to obtain 

( 1 .9) 

We have used T = r(.#). By Fatou's lemma []as ua. We intend to show that 
U and 0 are equal in another paper. In this paper we prove the following 
theorem. 

THEOREM. Let d = 4. For each sufficiently small A 2 0, there exists a c = 
a c(A) s 0 such that ua exists for a 2 a c  and 

Const( A) Uac ( x )  - as X � oo. 
l xl 2 

The absence of logarithmic corrections in the Green's function is expected 
[Gawedzki and Kupiainen (1982)] . These logarithmic corrections will make 
their appearance when the numerator and denominator of (1 .  7) are recon
structed from the Green's function (1 .8) or (1 .9) by inverting the Laplace 
transform in T. In other words, ua as a function of a will have a singularity 
at a = ac .  The logarithms are expected to be in  this singularity. 

Method of proof. There is a relation between local time and the square of a 
Gaussian field [Symanzik (1969), Brydges, Frohlich and Spencer (1983) and 
Dynkin (1983)]. In McKane (1980), Parisi and Sourlas (1979, 1980) and Le Jan 
( 1987, 1988), a more complete version of this isomorphism was introduced. It 
involves the unfamiliar concept of Grassman integration but this turns out to 
be very manageable [e.g. , see Luttinger (1983), Brydges and Munoz-Maya 
(1991), Campanino and Klein (1986) and Klein, Landau and Fernando-Perez 
(1984) for some applications]. 

We begin in Section 2 by describing in detail the hierarchical Levy pro
cesses. 

In Section 3 we give a review of Grassman integration and in Theorem 3.3 
we prove the formula by which McKane and Parisi and Sourlas pass from 
Green's functions for Markov processes to Gaussian fields: 

ua( x ) = lim· j dJLa( <P) e -A ( <I>2)2 (A)-a<I>2(A)ifioi/Jx · A_,..:# 
Essentially it says that (for any Markov process) T equals <P2 = cpcp + 1/JJi, 
where cp is a collection of (complex valued) Gaussian random variables and 1{1 
is the Grassman analogue to Gaussian random variables. 
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In Sections 4 and 5 we show how the Wilson renormalization group is set up 
in this language of 'P and 1{1. We split the covariance G into G' + r, where G' 
is chosen so that, under a rescaling .9t of lengths by a factor L, G' scales back 
into G. r is called a fluctuation covariance because it relates to fluctuations of 
<I> about its average on a ball of LdN points. We obtain 

= J dJ.La(<I>).9t ( J df..Lr(Oe-A(<t>2)2(A)-a<t>2(A)ifiol/lx ) , 

where on the right-hand side <I> = <I>' + ( and 1{1 and ifi are the Grassman 
components of <I>' + (. In the hierarchical model the fluctuation covariance has 
finite range. Hence the hierarchical random walk has the simplifying feature 
that the renormalization group map 

preserves locality: If F(<I>2) = Dx f(<I>2(x)), then the action of the renormaliza
tion group on F descends to an action on f. F----) T(F) is the same as another 
map T acting on f. The computation at the level of f is a finite
dimensional problem. This is the essential simplification of the renormaliza
tion group method. 

After proving several analytical lemmas in Section 6, we proceed to the main 
part of the paper in Section 7. There we prove that under the renormalization 
group, f ----) T( f) ----) T 2( f) ----) . .  · , f tends to 1, that is, the self-avoidance 
becomes weaker. In Section 8 we prove that the long-distance behavior of the 
critical Green's function uac(x) is as if there were no self-avoidance. The effect 
of the self-avoidance appears only as a shift in the diffusion rate, that is, the 
constant in the theorem above. 

Our discussion in Section 7 is an extension of the procedure in Brydges and 
Yau (1990) and is not the same as the previous approaches to hierarchical 
models, although there are related ideas in Koch and Wittwer (1986). 

We could use the method of this paper to prove results for hierarchical walk 
with higher degree polynomial or even some non polynomial interactions in T. 
We also believe that the procedure will extend to self�avoiding walk on a simple 
cubic lattice. 

, The Gaussian processes we have just discussed are indexed by a group with 
an invariant metric which is an ultrametric: lx + y l  .:;; max( lx l ,  ly l ). There are 
Gaussian processes indexed by fields carrying an ultrametric, in particular, 
local fields (e.g. , the P-adic numbers). These have been studied by Evans 
(1988a, b, 1989a, b). 
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2. The hierarchical random walk. Here we construct the hierarchical 
Levy process. The main results are summarized in Proposition 2 .3 .  We also 
define the " fluctuation covariances,"  which will be appearing in the rest of the 
paper. 

Fix an integer L � 2. The points of the d-dimensional hierarchical lattice 
are elements of the group � =  E9;�oZn, n = Ld . An element x in � is an 
infinite sequence 

X= ( • • •  , X2 , X1 , Xo ) , Xi E additive group Zn, 
where only finitely many xi are nonzero. 

We define subgroups 

{ 0} = �0 c �1 c ... c �. 
( 2 . 1 )  

�k = { x E � : xi = 0 ,  i � k}.  

We define a norm I · I , which depends on L and d, by 

if X= 0 ,  
(2 .2) where p = inf{ k :  x E �k} if x-:!= 0 .  

We define dx to be the Haar measure which is also the counting measure on 
�. implying that 

( 2 .3)  j dx 1 = Ld . 
lxi�L 

Thus in this metric the subgroups �k are balls l xl ::;:;; Lk containing Ldk = nk 

points. 

The Fourier transform on� .  Let� be the dual of�.� = x;�oln. An 
element � E � is an infinite sequence 

The pairing(�,�) � unit circle is given by 
00 

( 2 .4) (x ,  0 = n (xk , �k > · k=O 
The elements of Zn are {x0 , x1, . . .  , Xn-1} ,  where 

( 2 .5 )  
( 21Ti ) 

Xm ( l ) = <xm , l) = exp --;;:ml , 

We will write m instead of Xm (i .e . ,  identify the multiplicative group Zn with 
Zn). 

Define �k 
·• 

( 2 .6) 

to be the annihi�ator of �k• that is, 

�k :: {� E � :  (x ,  �) = 1 'V X E �k} 

= { { ( �0> �1> • • · ) :  �i = Q if i < k} ,  
�. 

if k > 0 ,  
if k = 0 .  
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On df" we define the metric I · I, 
( 2 . 7) 

{ 0 ,  
lgl = L -p , p = sup{ k :  k E df"k} , 

We define the Fourier transform of a function f: � � IC by 

(2 .8) teo = f
.#
dxf( x ) <x. o. 

LEMMA 2 . 1  [Evans (1988a, b, 1989a, b)] . Fork = 0, 1 ,  . . .  , let l.#k(x ) = 1 if 
x E �k• 0 otherwise .  Then 
( 2 .9) 

PROOF. If g E df"k, then 

J dx(x , g) = J dx 1 = nk . 
.#k .#k 

If g � df"k, then there exists y E �k such that (y, g) =F 1 .  

J dx(x ,  g) = J dx(x + y ,  g) 
.#k .#k 

= (y , g) f (X, g) dx . 
.#k 

Therefore f.#k dx(x, g) = 0. D 

Le vy processes on �- The Green's function (potential) for simple random 
walk on a simple cubic lattice 7!..d, d > 2, has asymptotic behavior Const · 
lxli;;:�dean as lxl � oo. We will look for a Levy process on � which has the 
Green's function ( 1 - L -d 

1 - L - 2 ' 
G( x ) = 1 

lx ld- 2 ' 

if X = 0 ,  

if X =fo 0 .  

Following methods in Evans (1988a, b ,  1989a, b), we identify the infinitesimal 
generator by inverting G, using the Fourier transform on the group �

Suppose Xt is a Levy process ( = continuous-time random walk) on � with 
law P(t, x - y): 
( 2 . 10) P (Xt = y iX0 = x ) = P( t , x - y ) . 
We suppose that the process has a probability r dt· of making a jump in time 
[t, t + dt] and, given that it jumps, the probability of jumping from x to y is 
q(x - y). • 
.:,q 

LEMMA 2.2 (Levy-Hincin formula). 

J dxP( t , x )(x , 'g) = e - tofJ<O , 
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where 

o/(0 = rj
$'
dxq ( x )[ 1 - (x , g)] . 

This says that I{!( g) is the Fourier transform of the infinitesimal generator 
of the semigroup P(t, x). 

PROOF. If we condition on N, the number of steps, then X(t), the position 
at time t,  = X1 + · · · +XN, where each step Xi is an independent random 
variable with density q(x) . N is Poisson distributed with mean rt; therefore 

E((g , X( t)) ) = 
n�o 

(:�
n 

e-rtE(g, i�lxi) 
00 ( rt ) n n ( ) 

= 
n�O 

----;le-rt l] J dx q ( x )(g ,  x) 

= exp ( rtj dx q ( x )(x , g) - r t) . 
We define the Green's function ( = ,8-potential) for ,B > 0 by 

( 2 . 1 1 ) 

and deduce that 

( 2 . 12) 

Uf3 ( x , y )  = Uf3 ( x - y) = [13 dte-f3tP( t, x , y ) , 
0 

We now specialize by assuming that 

{(La-d - 1) 
q ( x ) = 1 - L -d lx l -a , 

0 ,  

if x =I=O ,  

if X =  0 ,  

D 

where a is sufficiently large that fq(x) dx < oo. This implies a > d. The 
coefficient is chosen so that fq(x) dx = 1 .  We will now compute 1{1 and Uf3 for 
this process. The results are summarized in Proposition 2.3 below. 

For this choice of q, 
00 

1{1( 0 = Const · I: L -ak j dx ( 1 - (x , g)) , k�l $'k -$'k-1 
and by Lemma 2 . 1 ,  

Therefore, if g E cJtj- cJtJ+1, j = 0, 1 , . . .  , all terms with k 5.} in the sum-
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mand in 1{1({) vanish and 

o/(0 = Const · [L -a(j+l)n j+l + E L -ak(nk- nk-l)] . 
k=j+2 

Recalling that n = Ld, 1{1 = L -i, the last expression 

[ 

. £(d-aXj+2)(1 _ L -d) l 
= Const · £<d-aXJ+l) + -----;-----

1- £d-a 
= yl{la-d, 

and we can compute 'Y = r(1 - L -a)/(1- L -d). From this and (2.12) we learn 
that 

(2.13) 

" 1 
Uf3( 0 = {3 + yl{la-d 

= E (/3 + yL -(a-d)kf1(1Kk( 0 - 1$k+J {) ). k=O 
By Lemma 2.1, 

Uf3(x) = 
k
�o (f3Lkd + yL -<a-2d>kfl { 1-#k(x)- � 1-#k+Jx) ) .  

and provided a < 2d, 

lim UI3(x) = - E va-2d)k 1&:- -1&: ( x ) . 
1 00 ( 1 ) f3J.O 'Y k=O 

k n k+l 

Since 1&:(x) = 0 unless Lk � lxl, and = 1 otherwise, we can evaluate the 
sums and 

1 { 1 - L -d 1 - Ld-a 
} 1i-n Uf3( X ) = Y 1 - La-2d 1{x=O} + 1 - La-2d lxl

a-2d1{x * 0} • 

PROPOSITION 2.3. Let a satisfy d < a < 2d. A Uvy process on &' with 
jumps governed by a measure rq(x) dx = r(La-d- 1)/(1 - L -d)lxl-a dx sat
isfies 
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1 1- Ld-a 
p = :y 1 - va-2d) ' 

r = 
r ( 1 - L-a) 
1- L-a . 

9 1  

These potentials will serve as  covariances for Gaussian processes. The 
following definition prepares for this . 

DEFINITION 2 .4. Given any integer L � 2 and f3 � 0, let G(f3, x) = Uf3(x) 
be the {3-potential for the Levy process with a = d + 2 and jumping rate r 
chosen so that p = 1. Let x � x 1 L be the .#-homomorphism defined by 

Define the 

(2 .14) 

( ... , x2, x1, x0)/L = ( ... , x3, x2, x1). 
fluctuation covariance f({3, x) by 

f(f3, x) = (/3 + r)-1 ( l�(x)- 2_1,Ax)) , o n 1 

where 'Y = (1 - L -2)/(1 - L2-a). 

The Green's function G(f3, x) has an expansion in terms of scaled copies 
of f; 

(2 .15) 

(2 .16) 

Note that 

( 2 . 1 7) 

00 
G(f3, X ) = L v2-d)kf (f3L2k' xjLk), 

k=O ( 1- L-a 
1- L -2 ' 

G(f3 = 0 ,  x) = 
_1_ 
lxld-2 ' 

if X =  0 ,  

G(f3, x) = L2-aG (f3L2, xjL) + f(f3, x). 
r is a rank 2 positive semidefinite function of x. Its Fourier transform is the 
first term in (2 . 13), 

(2 .18) " 1 
f(/3, �) = -- (lor. - 1�)(0 . f3 + r o 1 

From Definition 2.4, we see that 

(2 .19) r ( f3' X - y) = 0 if lx - y I > L' 
which means that fields in different blocks of radius L are independent wrt 
dJ.Lr· Since balls of radius L are the same as  balls of diameter L are the same 
as .:#1 cosets, we call them blocks .  If we set 

(2 .20) G'(f3, x) = L2-aG (f3L2, xjL), 
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( 2 .21) 
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G' ( {3 ,  x) = G' ( {3 ,  y) if lx - y I :5, L ,  
so that G'(x - y )  is constant on blocks. It is a singular covariance; any f(x) 
with f1x1,.; L dx f(x) = 0 is in its kernel. . 

In the remainder of the paper we need G, r only at {3 = 0 and so we put 
G(x) = G({3 = 0, x) and f(x) = f({3 = 0, x). 

3. Grassman algebras, Berezin integration. The main result of this 
section is Theorem 3.3,  in which the isomorphism which transforms self
avoiding walk into a lattice field theory is described. This theorem involves 
Grassman integration and we begin by a review of this topic. The standard 
reference is Berezin (1966). 

Let G be the algebra over the ring of complex-valued coo functions on �2n 

with a 2n-tuple (iii1, 1/11, . . .  , iiin, 1/Jn) of generators satisfying the anticommuta
tion relations 

i ,j = 1 ,  . . .  , n , 1/Jf = 1/1; or iii;· 

Thus the elements of G can be uniquely expressed in the form 

a 

where a is a multi-index with 2n components Cav a1, . . .  , an, an) which take 
values 0 or 1 .  1/Ja denotes the product of those generators for which the 
corresponding a i or a i is 1 .  The product is in the order 

1/Ja = ,iiifli/Jil . .  • iii:ni/J;:n • 
For each a, g<a>(cp) = g<a>(cp, cp) is a coo function on �2n, but we will use the 

complex variables (cp1, 'Pv . . .  , 'iPn, cpn) to denote a point in �2n. We will refer to 
cp and 1/J as fields. Throughout this paper we will use the words Bosonic and 
Fermionic in a loose way to distinguish constructions that involve cp and 1/1, 
respectively. 

The Berezin integrals . Let a be a multi-index. We define the Berezin 
integral J dal/1 to be the map from G � G which is linear over coo and satisfies 

( 3 . 1 )  

whenever 1/Jai/JfJ -=1= 0.  In case a is the top index ( 1 ,  1 ,  . . .  , 1 ,  1), we write 
dal/1 = di/J . We also define the combined " Fermionic and Bosonic" integration, 
£del>, by 
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The definition off d!/1 is basis dependent; however, the following change of 
variables formula holds: Let ;;i', 1/J '  be new generators obtained by 

( 1/1 ) = { a b ) ( 1/1' ) = A ( 1/1' ) 
;;i c d ;;i' - ;;i' ' 

where a ,  b, c, d are n X n matrices and det A =t= 0. Then 

( 3 .2) J d!/1 ' g = det A J d!/1 g 

(the opposite to ordinary integration). Note that if we simultaneously trans
form cp, (j5 to q/, (j)' by the same linear transformation , then 

( 3 .3) f d <P' g = f d <P g. 

Functions evaluated on G. The algebra G contains a subalgebra Geven 
consisting of all elements of G which are even polynomials in 1/J .  Any element g 
of G can be split into its degree-zero part [g ]0 = g<o, · · · 'O) and the remaining 
part [gL o = g- [g ] o . 

Let t = C tv . . .  , tN ) and let G(t) be a coo function . Then G has a power 
series expansion G(t + s)- '[, (1/f3 !)G(I3)(t)s 13 . Let g = (g1 , . . .  , gN ) be any 
N-tuple of elements of Geven· We define an element G(g) E Geven by 

1 
G(g) = L fi!G(f3)([g]o)[g]�o. 

{3 1-'. 

where [g ]0 = ([g1 ]0 , • . • , [gN ]0 ), [g ]� 0 = ([g1 ]�10 · · · [gN ]�N0). Note that this 
series terminates after finitely many terms. Also the order of the product 
[g ]� 0 is immaterial because each component of g is in the commutative 
algebra Geven· The map G � G(g) from Coo to Geven is an algebra homomor
phism. It also respects composition of functions: (Go F)(g) = G(F(g)) holds 
whenever G and F can be composed as coo functions . 

We will frequently use the following example of this construction . Let 

<�»2 = (<Pr, ... ,<P�). 

2 - - -
<Pi = 'Pi 'Pi + "'i"'i . 

Given G(tv . . .  , tn), a coo function on !Rn, we define 

G (<P2) = G(<Pr, ... ,<f>�) 
. 1 -
= L {3 !

G(f3)(cp'f5) (1/J I/I)f3 , 

where f3 = ({31 , · · ·, f3n), cp(j) = (cpl(j)l, · · . ·, 'Pn'Pn), 1/1-;;i = (1/Jl-;;il, ···,!/In ;;in) and 
a<f3) denotes the {3 multiderivative of G. 
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Differentiation . We define a;ai/J; : G � G by the rules:  

( i) 

( ii) 

a a _ 
al/1; 1/Jj = sij, al/1; 1/Jj = o; 

_!_1/Jal/1(3 = (_!_1/Ja )l/1(3 + ( - 1)1aii/Ja (_!_I/Jf3 ) ; 
a� a� a� 

(iii) linearity over Coo(!R 2N ). 
a ;alii; is defined analogously. It follows from these rules that 

a a a a 
ai/Jt ai/Jt 

= - ai/Jt ai/Jt · 

In fact, a;al/1; is, apart from a constant, the same as integration with respect to 
a single generator. 

Gaussian integrals . Let A be a complex n X n matrix. Then, by our 
definitions, 

( 3 .4) 

where i = i 1 < i 2 < · · · < i P , j =j1 < · · · <jp, and Aj,i is the signed minor 
of A obtained by deleting rows j and columns i from A. See Brydges and 
Munoz-Maya (1991) for more details . 

Given a nonsingular n X n matrix C = A -l, we define 

( 3 .5 )  
f dl/1 e -.PA"Iii( . ) 

j d�J-(1/1 ) ( · ) = 
Jdi/J e -.PM 

. 

We find from (3.4) and (a generalized) Cramer's rule that 

f d�J.( 1/J)Iii;l/lj = cij• 

j d�J-( 1/J )g  = [exp [�
. 
fcii �.

]g ] . 
l,j .,} a.,, q,�o 

( 3 .6) 

Setting 1/J = 0 means projecting on the degree-zero · part of the Grassman 
element. The exponential is defined by its power series, which terminates after 
fin�tely many terms. 

f3uppose C is singular: then the right-hand side of (3 .6) is defined, but the 
formula for d�J-(1/J ) is not. Since the right-hand side of (3 .6) can serve as a 
definition of d�J-(1/J ), we only outline how to extend the formula for diL to cover 
this case. 
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EXAMPLE. Suppose c is diagonal with ell = 0 and cii =F 0 for i =F 1 .  In 
this case, let 

d JL ( 1/1) = d 1/1 iii 11/11 e -1/!Aiii jN ormalization, 
with A the diagonal matrix with A11 = 0 and Aii = Cii\ i =F 1 .  It is easy to 
verify that (3 .6) holds. 

More generally, we can have more than one diagonal entry of C vanish and 
achieve (3 .6) by inserting further factors of iiiil/li corresponding to zero diago
nal entries. 

The general case may be reduced to the case where C is diagonal by writing 
the singular value decomposition 

C = U(Diagonal)v-I, 
with U, V unitary matrices. We use the linear transformation 1/1' = VI/I , iii' = 
Uiii, and (3.2) to transform to an integral with C diagonal. 

The Fourier transform .  There is an analogue to the formula for the 
Fourier transform of a Gaussian integral. Introduce a copy of G with 1/1, iii 
replaced by u 1, . . .  , u n u1, ... , un. exp(I/Ju + uiii) is an element of G 1\ G. We 
claim that 

( 3 . 7) J dJL(I/J)exp(I/Ju + uiii ) = exp(uCU). 

PROOF. Let Ct be the transpose of C. By (3.6) and algebraic manipulation, 

f dJL(I/J) el/tfi+uiii =exp (!_ct 
a_ ) el/tfi+uiii l 

ai/J ai/J ljt�o 

= exp( -uctu) = exp(uCu). D 

The combined Fermion-Boson Gaussian measure .  Let A be any n X n 
matrix with real part A + At  positive definite. Let C = A -1. We define the 
Q,aussian measure 
( 3 .8) 

where <I>A<i> = cpAcp + 1/JAiii. The omission-of any normalization factor is delib
erate, since even as it stands, J d JL( <I> )1 = 1 .  
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From the definitions, it follows that 

( 3 .9) 

and l/1, 'P covariances vanish. 
These formulas are extended to allow C to be singular by including o 

functions in the q; , (j5 integrals and suitable polynomials in 1/J, ";j; (which act as o 
functions) in the Fermionic integral; see the example above concerning C 
singular. 

Convolution of Gaussian measures . Let g = g(<l>) = L,g<a)(q; )l/Ja be in G. 
We consider a new copy G' of G and let the corresponding two fields be <I>, <I>' . g 
defines an element g( <I> + <I>') E G 1\ G' by 

g( <1> + <I>' ) = I: g(a)( 'P + q; ' ) {  1/J + 1/J') a ' 
where 

(1/J + 1/J') a = (";j;l + ";j;�(\1/Jl + 1/JDal . . .  (";j;n + ";j;�(n(l/Jn + 1/J�)an. 
Convolution JLc * by a Gaussian measure is the map from G � G given by 

g(<l>) � J dJLc(<l>')g(<l> + <1>' ) . 

LEMMA 3 . 1 .  Suppose C, Cv C2 are N X N matrices with positive semi-def
inite real parts and c = cl + c2. Let g E G. Then using the notation above, 

PROOF. The formula is linear in g so it is enough to consider a monomial 
g <a)( q; )l/Ja. In this case the formula is implied by 

J dJLc( 'P )g(a)( 'P) = J dJLcJ 'P )JLc2 * g<a)( 'P)' 

J dJLc( l/1 )l/la = J dJLcJ l/1) J dJLc2( l/1')( l/1 + l/1') a . 

The first formula is a standard fact for Gaussian integrals. The second formula 
is a Grassman analogue which follows from (3.6). D 

Markov chains and Gaussian integra ls . Let A be a real n X n matrix 
which is the generator of a Markov process with n states, that is, exp(- tA) is 
the semigroup of transition probabilities for the process whose histories w(t) 
are functions w: IR+ � { 1 , . . .  , n} . On the space of histories 0 there are defined 
cqnditional expectations satisfying 

( 3 . 10)  

where t:::::: s .  

E(w( t) = J iw ( s ) = i ) = ( e - <t -s )A ) ij , 
E( - lw( s ) , s � t} = E( · lw( t ) ) , 
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PROPOSITION 3.2 (Feynman and Kac). Let v: {1 ,  . . .  , n} � IR, C. 

E (e - Jfu(w(T)) dT 1 - lw( s ) = i ) = (e-U-sXA+V)) .. {w(t)�J} !J' 
where V is the diagonal matrix v;1 = v( i )8 iJ " 
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PROOF. Let Q(s, t, i ,  j) denote the left-hand side. Then computations show 
(i) Q is a semigroup and (ii) its generator is A + V. D 

THEOREM 3.3 [McKane (1980) and Parisi and Sourlas (1979, 1980)]. Let 
FE coo(IR�) decay exponentially, IF(t) l .:c:; Const . exp( -bEt;) for some b > 0 . 
Then 

where C = A -I, Tt = (Ti, ... ,T! ), and 
t - jtd Ti - S 1{w(s) � i} • 0 

REMARK . If M is a monomial in cp, cp, 1/J, -;j; with p factors of cp, p factors of 
cp, q factors of 1/J and q factors of -;j;, then fdi-Lc FM can be expressed in terms 
of an expectation of F evaluated on local times for p + q independent random 
walks summed at each state. 

PROOF [See also page 1 19 of Brydges, Frohlich and Sokal (1983)]. Since 
both sides are linear in F and 

F(u ) = (277) -n/2 1 d nvF(v) e ivu , 
r 

where r is the contour 
r = { v E en: Im vi = b/2 > 0 ,  all i} , 

it suffices to prove Theorem 3.3 for the special case 
F(u ) = eivu , Im vi> 0 .  

(The contour is chosen to enable the use of Fubini's theorem for interchanging 
the v and cp integrals.) In this case we note that 

F( Tt) = exp { i L v1TJ ) 
j�l 

= �xp ( i L vjj\w(s) �}} ds ) 
j�l 0 

= exp ( i J: ds �w(s) ) . 
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Therefore, by the Feynman-Kac formula, Proposition 3.2, 

[., dtE(F(Tt)l<w< t>=i>lw(O) = i ) = (t dtexp( - t[ A + V])ii =(A+ V)i/ o lo 

= j dcf> e -<t>(A+V>�if;;l/li [by ( 3 .8) and (S.9)] 

D 

Processes with infinitely many states. Let w be a transient Markov process 
with countably infinite state space. In this case G is the inductive limit (i.e., 
"union") of all algebras GA, where A is any finite subset of state space. Let C;i be an infinite matrix such that when i and j are restricted to a finite set A, 
then the resulting finite matrix CA, ii has positive semidefinite real part. We 
define d JLc by 

f dJLc g = lim j dJLc g. 
A t A 

The limit exists because g E G means that g E G N for some .N. As soon as A 
contains .N, the integral no longer depends on A. 

PROPOSITION 3.4. Let w be a transient Markov pro cess with countably 
infinite state space . Suppose F depends on local times at only finitely many 
states . Then the conclusion of Theorem 3.3 holds . 

PROOF. Let F depend on local times only in the infinite set .N. Let w, E be 
the process killed on its first exit from some subset A that contains .N. We 
apply Theorem 3.3 to this finite state process w and take the limit as A grows. 
The left-hand side becomes the expectation for w by monotone convergence. 
Convergence of the Gaussian integral on the right-hand side follows from 

CN,ij = {" dtt(l{w( t)=j}lw(O) = i) , i,j E .N, 

--+ CN,ij = {" dtE(l{w( t)=j}lw(O) = i) , i,jE.N 

(which is a consequence of transience and the monotone convergence 
theorem). D 

4, The renormalization group. In this section we define the renormal
ization group and establish its properties in Theorem 4.2. 

Let F be dependent on only a finite number of fields, by which we mean 
that F is in the Grassman algebra which is built from the fields at finitely 
many points in .:#. 
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By Lemma 3 . 1  and (2.17), 

( 4 .1) J d�La(<I>)F(<I>) = J dli-a'(<I>')(�Lr * F)( <I>'), 

where 

and 

( 4 .2) 

As noted at the end of Section 2, G' is singular; it is constant on blocks 
x + .#1. Therefore, as a convolution operator, G' annihilates any function f 
whose integral over blocks f-.#1 dx f(x + y) vanishes. This means that if 
lx - y l :::;; L, then cp(x ) = cp(y) almost surely dli-a' and f d�i-a' annihilates 
anything in the ideal, in the Grassman algebra G, generated by ifr (x) -
1/J (y), � (x) - � (y). Thus, in the integrand in the right-hand side of (4.1), we 
can eliminate fields using 

( 4 .3) <l>' ( x ) = <l>' (y ) if lx - y l :::;; L .  
In this sense <l>'(x) is block-wise constant. This means we can shrink blocks to 
points by the rescaling operation which appears in the following. 

DEFINITIONS 4.1. Let G N be the Grassman algebra built from fields <l>(x ), x 
in .#N for some N. Let x � Lx be the .# homomorphism defined by 
L( . . .  , Xv x0) = ( ... , Xv x0 , 0). 

1. .91!: G N � G N _1 is an algebra homomorphism defined by the action of .91! on 
the generators and the coefficient ring C"' (� 2N ): 

.91!( ifi:) = L -(d-2)/21/1: ' "'z E Lx + .#1, 

( 4 .4) (.9/!f ) ( cp) = {(.9/!cp) , {E C"' (� 2N ) , 
'V z E Lx + .#1 . 

2. A renormalization group step is the map i': GN � IGN _1 , 

F � T(F) = .91!(11-r * F). 

3. For each x E .# , let fx be a function of <l>x only . D�fine new functions (Tf)x 
by 
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THEOREM 4.2. If F= E f<al(cp)!/Ja is an element of the Grassman algebra 
GN and its coefficients f<al(cp) have Gaussian decay at oo in cp, then: 

(i) f d�-ta F = f d�-ta T (F). 
(ii) IfF= IIx E sN fx , then 

T ( F ) = n ( Tf ) x . 
XE.:#N-1 

(iii) If for each z in a block Lx + .#1, fz( <I>) is a polynomial in cpz , (j)z with 
coefficients which are functions of <1>;, 

a,ii 

then (Tf)x is a polynomial of the same form with (a, a) degrees equal to that of 
F = IIz E Lx+.ff'Jz· (Tf\ is even (odd) if and only ifF is even (odd). 

(iv) (Tf)(O) = f(O). 

REMARKS . (i) follows immediately from (4. 1) and (4.2). It is a standard 
property for renormalization groups. 

(ii) is a very special and simplifying feature of hierarchical models. It means 
that for these models one can descend from studying trajectories of T on a 
huge space of functions on the whole lattice and need only study functions of a 
few variables and their trajectories under T. The proof of (ii) is immediate 
from the independence of disjoint blocks implied by (3 .21). 

(iii) is also special to the hierarchical model. It is telling us that the 
renormalization group preserves the property that the Grassman integral 
represents a random walk problem. 

PROOF OF THEOREM 4.2 [Parts (iii) and (iv)] . We give computational proofs .  
One could also use arguments based on supersymmetry as in Klein, Landau 
and Fernando-Perez (1984). 

Fix x, let F = IIyE.ff'JLx+y' then (Tf\ = T(F). By hypothesis, F = 
E Fa a( <1>2)cpaq;a , where Fa a E C"' has Gaussian decay . [For part (iv), Fa a = 0 
for � or a =I= 0.] Thus 

, , 

F = L: J dvFa , a( v )exp ( i L: vx<t>; )cpaq;a , 
X 

with contour of integration for vx , x E .§N, chosen so that Im vx ;::: 8, 8 > 0, 
\;/ x .  The choice of contour allows us to interchange T and f dv, so this formula 
reduces the proof to the special case 

F(<l>) = exp( i L: vx<I>;)cpaq;a . 

If we instead consider 

F(k , <l>) = exp ( L:  ( ivx<l>; -k x(j)x - kx'Px )) , 

then we can recover F( <I>) by differentiating F(k , <I>) with respect to k ,  k at 0 .  
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k and k are complex conjugate vectors. To avoid confusion over the meaning 
of conjugation, we will give the proof for v a vector whose components are 
pure imaginary so that iv is real and negative. The general case is recovered by 
analytic continuation. 

r is positive semidefinite. To avoid complicating our formulas by delta 
functions, we imagine that r is replaced by r + el, e > 0, and recover the 
result for r by letting e � 0 at the end. 

Let V = (�Y) = -ivx8xy and define TJ ,  "ij so that E(kx'Px + cpxkx) = 71<i> + 
<I> "ij .  Then 

F( k ,  <I> ) = e - ct>v�- 17�- <I>li 

= e - <ct>+v-l.ry)V<�+v-l.,;j)e11v-l.,;j. 
By (3.8) followed by (3. 7), 

= exp {<I>[V fUV- V]<i> } = exp{ - <I>UV<i>} , 

where U = (1 + Vf) -1 so that fU = (V + r -1) -1. We replace <I> by <I> +  v-171 
and use uv = vut, v-1- v -1u = ru to obtain 

ILr * F(k , <I> )= exp { - <l>uV <I>- TJ(Ut<i>) - (Ut <l> )"ij + 71 fU"ij} . 

Part (iv) is proven by taking TJ ,  "ij = 0 and noting that F(k = 0, <I> = 0) = 1 = 
(TfXk = 0,  <I> = 0). For part (iii), we convert F(k, <I>) into F( <I>) by differenti
ating with respect to 71 and "ij and setting 71 = "ij = 0. Under this operation, 
ILr * F(k, <I>) becomes exp{ - <I>UV<i>} X polynomial in (cp, cp). Under �. 
<l>(z) � L -(d-2)12<1>'(x) for all z E Lx + �1, so it becomes a polynomial in cp', q5' 
whose coefficients are functions of <1>'2(x) as claimed. The other assertions in 
(iii) are clear. D 

5. Weakly self-avoiding walk on �. The natural measure for self
intersections at site x for walks living for time T is 

( 5 .1) 

We will use Theorem 3.3 to study the expectation, with respect to the 
hierarchical random walk introduced in Section 2, of 

"{5 .2) 

The a is introduced because the exp( -AT2) will kill the process at a rate that 
turns out to be exponential. This will be compensated by a delicate choice of a. 
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In the <P representation obtained from Theorem 3.3, this becomes 

( 5 .3) 

where 

(5 .4) 
g(<P) = exp( - v( <P) ) , 
v( <P) = A:<P4:o + JL2:<P2:o , 

<P4 = (4> 2)2, JJ- 2  = a + 2AG(O). We have Wick-ordered with respect to the co
variance G. Wick ordering is defined, for P = P( <P) a polynomial, by 

(5 .5 )  :P( <P) :0 = exp( -fl0)P , 
where exp(-fl0) i s  defined on polynomials by its power series and 

(5 .6) 

a a 
flo= J dx dy a<P( x )  G( x - y )  a<i> (y )  

= f dx f dy G( x - Y ) { acp� x )  aq;�y )  + ai/J� x )  alji�y )  } · 
We will use the following standard properties of normal ordering which all 
follow easily from (5 .5) and JL * (Polynomial) = exp(fl)(Polynomial). 

LEMMA 5 . 1 .  Let B, A and B - A be covariances . Then: 
(i) ILA * :P:B = :P:B -A-

(ii) Suppose P is a monomial of degree p in <P and a E �. then 
:P :A ( a<P) = ap:P:a-2A ( <P ) . 

(iii) (a;a<P):PA: = :aP ;a<P:A-
(iv) If ii =I= {3, then f dJLA:<Pa:A:<Pf:I:A = 0.  

EXAMPLE 5 .2 . By parts (i) and (ii) and (2.17), 

in d = 4 dimensions. 

It happens that :<1>2 :  = <1>2 because Boson and Fermion contributions to fl<P2 
cancel. More generally , flm:<P 2m: = 0 for m = 1, 2, . . . . 

6. Analyticity for Fermi and Bose fields. Analyticity methods have 
pro,.ven very useful in controlling renormalization group transformations in 
Bosonic models [Gawedzki and Kupiainen (1985 ,  1986)] . We set up a frame
work which includes Fermi fields. We summarize the results in Definition 6 .0 , 
Lemmas 6 . 1-6.4 and Corollary 6.5 .  These -results will be used in Sections 7 
and 8 to study the action of the renormalization group. 
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To begin with, we drop the Fermions and consider functions of Bose fields 
only . Let y, h > 0. For g(cp) a complex C"' function of (cp1, . . .  , cpP) E CP, we 
define 

( 6 .1) 

Here w is a positive weight function and g<a> is the ath derivative of g with 
respect to cp and cp. a is a multi-index. The I · l w, h norm behaves very like a 
weighted supremum over a polystrip, with w the weighting factor and h the 
half-width of a strip about the real axis. For example, 

( 6 .2) 

( 6 .3) 

( 6 .4) 
where w' satisfies 

( 6 .5) 

lg1g2 lw1w2, h :::;; lg1 l wl> h lg2 lw2, h • 
a !  

lg(a) l w, h :::;; ( h' _ h t lg l w, h' for h' > h, 

IJLc * glw', h:::;; lg l w , h • 

JLc * w:::;; w'. 

For proofs, see Appendix A. 
Now suppose g belongs to a Grassman algebra G so that 

lf we set 

( 6 . 6) 

( = I: �g<f3>( cp ).pf3). {3 f3 .  

lg l w, h = I: h13 lg(f3) 1 w, h , {3 

where the I · l w, h on the right-hand side is the norm on Bosonic functions that 
we have just defined, then we can substitute in the definition of the Bosonic 
norm to see that lg l w, h can also be defined as follows. 

DEFINITION 6.0 . 

( 6 . 7) • h"Y 
= I: -1 lg<-r > l w , 

"Y '}'. 
where 'Y = ({3 , a) is a multi-index with components of f3 being 0 or 1 ,  g<f3. a) is 
the ath derivative of g<f3> with respect to cp and cp and h"� = hl-rl. 
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While this unifies the notations, the Fermionic variables are fundamentally 
different in that there is nothing to take a supremum over. 

It is easy to prove for g1, g2 E G that (6.2) holds. Note that 

( 6 .8) 

l( !_ ) ag l = E g<f3)(!_ ) ai/Jf3 oi/J w,h {3 oi/J w,h 
= I E g<a+f3)( ± 1/113 ) I f3 w,h 
= E lg(a+f3)1w, hhf3+ah -a 

{3 
� h-alglw,h, 

so (6.3) generalizes to 

( 6.9) 

if h' >h. 
We will now consider convolution by a Fermionic Gaussian measure JLc· A 

slight generalization of (3.6) is 

(6.10 ) JL*g = exp ( E !_cij-!- )g = n (1 + !_cij-!- )g . . . iJ•I• . iJ•I•. iJ•I• . iJ•I•. 
'.J 'I'J 'I' • 'I'J '!', 

Consequently, by (6 .8), 
IJL*glw,h � 0{1 + h-21Cij l) lglw,h 

(6 .11) � exp { �-h -l iC;)h -l ) lglw,h· 
'·' 

Assuming I:)Cijl < ao, we conclude that convolution worsens the bound by a 
factor exponential in the number of sites. 

We combine (6. 1 1) and (6.4) to conclude that if JLc is a mixed Fermionic and 
Bosonic integral, then 

(6.12) IJLc *glw',h � exp( E  h-1IC;)h-1) lglw,h, 
where w' satisfies JLc * w � w'. For a proof, see Appendix A. 

Until now we have considered cp and iji to be complex conjugates; thus 

cp. = cp<l) + icp<2) cp-. = cp(l) - icp<2) z. z. z ' z z. z. ' 

with cp(l>, cp<2> real. Keeping the same definitions of cp;, i{i; in terms of cpF>, we 
now let cp�j) be complex. We set · 

Dh(cp) = {(cpi,�i,u';,u';) E IC 4:'V i = 1, . . .  , p , 

'V j = 1, 2, lcpiu> - cp�j) l, lu';l, lu';l � h}, 
Sh= U Dh(cp) . 

.pU> real 
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Given F analytic on Dh(cp), let 

IFih('P) = sup IF(cp')l, 
<p' EDh(<p) 

and let F( <I>) denote any element of the Grassman algebra obtained by 
substituting u = 1/J, u = � in the power series 

with any convention for the order of f/! 's in the product (a!= a!= 1). 

LEMMA 6.1 (Comparison of norms). Suppose F is analytic in SAh and 
g = F(<l>), then for A> 1, 

where 

PROOF. By 

( 1 )4P 
lglw,h::;; 1 _ A-1 IIFIIw,Ah, 

IIFIIw,h = sup IFih(cp)w-\cp) . 
<pESn 

and the Cauchy formula, 

where cp and zp are complex conjugates. Consequently, 

lglw,h::;; { E A -a) sup (IFIAh( cp)w( cp) -1 ) , 
a 'P 

We now specialize this machinery to the cases we will need in the rest of the 
paper. Let X be a finite subset of the infinite lattice .:#, and let Gx be the 
Grassman algebra generated by fields <l>(x), x EX·. We will write gx for an 
element in Gx. 

Let us define 

lgxla,h = lgxlw,h, 
where w(X, cp) = exp( -afx dxlcp(x) l2 ). We shall henceforth use only the new 
notation. 
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LEMMA 6.2 (Properties of I · Ia, h). Suppose h � 0, gx E G x· 
(i) If XC .#1, then l.9lgxla,h = lgxiL2afiXi,hfL· 

(ii) lgxla,h::; lgxla',h', a'� a ,  h' � h . 
(iii) 1�-Lc*gxla,h::; exp[ fx dx fy dyiC(x, y )lh-2 ] lgxla,h, a = a(1 - aiiC I I) - 1 , 

where I IC I I  is the norm of the covariance C(x, y) regarded as an operator on 
L2(X, dx) and a� 0. 

(iv) l (aja<I>)"'gxla,h::; a!(h' - h)-"'lgxla,h'· 
(v) If X n Y = 0, 

lgxgyla,h::; lgxla,hlgyla,h · 
(vi) lgxgyla+b, h ::; lgxla, hlgylb, h· 
The proof of each part in Lemma 6.2 is an easy consequence of the 

definitions and the work we have already done. It is important to note that in 
part (i) the a changes to ajiXI in the norm because .9lg depends only on one 
variable, whereas g depends on lXI variables. 

We will use the next lemma to show that parts of the interaction become 
small under the rescaling operation .9l. 

LEMMA 6.3 .  Given gx E G x and t E IR, let gx(tct>) be defined by replacing 
cp, (j5, r/1, � by tcp, t(j5, trjl, t� in gx. Let a such that 2 � a > 0 be given . Suppose 
that (di jdti )gx(tct>) l t �o = 0 for j = 0, . . .  , k - 1 with k � 1. Then there exists 
C > 0 such that for h > 0 and l � 2, 

PROOF. 

( l X I  ) k 
lgxl-az2;h2,hjl::; k! c lva lgxlo,h· 

1 (1 - t ) k- 1 
gx( cl>) = fo dt (k- 1)! a: E�

k 
gC"'l( tcl>) cl>"' , 

where the Fermion fields have to be ordered correctly . By Lemma 6.2(vi), 

I X I k 
lgxl-az2;h2,hfl::; kt sup lg*'l(tct>) lo,h;zlct>"'l-az2;h2,h;z, · t,lal=k 

and by Lemma 6.2(iv ), 

::; IXI k ( � l � 1 rlgxlo,hk!OL� r. 
which proves the lemma. D 

'LEMMA 6.4 (Convolution � identity). Let C be a covariance and let 

� = � = j dx dy C( x y )
(
-

a _ _ a_ + _
a _ _ a

_
) 

c ' acp( x ) aq;(y )  arfJ( x ) a�( Y ) ' 
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then for k = 1 ,  2, . . .  , 

k-1 1 . 1 ( 1  - t)k-1 
J.Lc*g= 

j
-r:oi!(b./g) + fa dt (k - 1)! 1-Ltc*(tlkg). 

PROOF. Replace C by t C  and apply Taylor's theorem. 0 
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The importance of the lemma resides in the fact that illkgla,h is smaller 
than g by Lemma 6.2(iv), if igla,h' < oo and h' is large. 

The next corollary says that if a function of fields has derivatives that 
vanish at the origin, then convolution almost preserves this feature. 

CoROLLARY 6.5 .  Suppose th at (di jdt i) gx(t<I>)it=O = 0 for j = 0, . . .  , k with 
k � 0. (Refer to Lemma 6.3.) Then for j � k, 

' ddt� (J.Lc*gx) l I � h
l
�I2CI<Z-i>f2eh-21Cijgxio,h, 

t=O 0, h 
where l is the s mal les t integer with l > k and l - j even and 

ICI = f dx f dyiC(x, y)i. X X 

PROOF. Apply Lemma 6.4 to the jth t -derivative of gx(t<l>) with the k in 
Lemma 6.4 replaced by (l-j)j2. Then estimate the error term using Lemma 
6.2(iii) and (iv), with a = 0 and h = 0. o 

7. Interaction after renormalization. We set the dimension d = 4 
and study the trajectory of IN( <1>2) in (5 .3) under repeated application of the 
renormalization transformation (Definition 4. 1). The main result, Theorem 
7 .2 ,  shows precisely how the self-avoidance interaction tends to 0 with succes
sive transformations. 

We ignore, for the time being, the factors r/J and � in Theorem 3.3 ;  that is, 
we only consider blocks not containing such factors. From Theorem 4.2, we see 
that the renormalization group amounts to considering the trajectory of the 
function g in (5 .4) under repeated application of T defined in Definition 4 . 1 .  

In  this form the model resembles the hierarchical model for cp 4 field theory 
considered by Gawedzki and Kupiainen (1982, 1986). Here, of course, we have 
Fermions as well as Bosons and also the fluctuation covariance r has a 
particular form required for a random walk interpretation. 

Initially, we have 
· 

'(7 . 1) 
g(<l>) = exp( -v(<l>)), 
v(<l>) = A:<l>4:a + J.L2:<1>2:a, 

where the Green's function G was defined in Definition 2.4. The colons denote 
normal ordering which was defined in Section 5 .  
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After applying T one or more times, we will have the following representa
tion: 

( 7 .2) 

where v has the same form as  in (7 .1)  but the parameters A ,  p., are changed 
from their starting values. The last term is a remainder which is small in an 
appropriate sense. 

Fix two numbers c0 , c1 > 0. The following assumption will be verified for 
T np g for a sequence An tending to 0. 

INDUCTIVE ASSUMPTION A( A ,  p.,2). The function g( <I>) can be represented as 
in (7.2). The parameter YJ satisfies IYJ I � c0A2. The remainder term r(<l>) can be 
represented as R( <1>2) and it satisfies the following estimates with h = A - 114 : 

l r l y'A , h  � c1A ,  

( 7 .3) 
0 �j < 8 ,  

where r(t<l>) i s  defined by replacing cp ,  q;, rjl ,  "J; by tcp , t<p, trjl, t"J; in r . Equiva
lently, 

rC")(O) = (�)" r ( <l>) l = 0 ,  a<I> <I>=o la l < oo. 

The <I> = 0 subscript means set 'P = 0 and project onto the zero-degree part of 
the Grassman algebra. Derivatives with respect to rjJ and "J; were defined in 
Section 3. Any ordering convention for the derivatives can be chosen. 

Our starting g satisfies A(A , p.,2) with r = 0. We wish to show that p., can be 
chosen so that A(An , p.,;) holds for Tng and so that An decreases as (A - 1 + 
{32n )- 1 , where {32 is a calculable constant. 

Some remarks on the form of the inductive assumption are in order. The 
important parameter is A, and we wish to get the change in A correct up to 
errors O(A3). Since there is an O(A2)</J4 term implicit in YJ:</J6 : ,  we keep track of 
this term as well. One can see that the remainder should have norm O(A) 
because the leading term in perturbation theory is O(A3)<1>8 and <I> - h = A - 114. 

We will study the transformation g � Tg when L is large, or alternatively, 
if L is not large, we study g � TPg with p chosen so that LP is large. 

Recall from Definition 4. 1 that Tg = 9f!p.,r * llg. TPg has a similar struc
ture: 

p- 1 
fp(x) = I: L - 2kf (xjLk ) . 

k=O 
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From this formula for rP , 

l fp l 1 = J dx lfp ( x ) l  � cL2P , 

l fPL, = sup fp( x ) � c . 
X 
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PROPOSITION 7 . 1 .  Let £ P be sufficiently large, and let c0 = co< LP), c1 = 
c1(LP) appearing in A(A ,  J.L2) be sufficiently large . Let A be sufficiently small , 
depending on LP, and let IJ.L2 1 � c0A2. Then [g satisfies A(A ,  J.L2)] = [TPg 
satisfies A(X, ,u'2)] , where 

X =  A - {32A2 + O( A3) , 

,u'2 = £ 2PJ.L2 - Y2A2 + 0( As ) . 
Here, {32, y2 > 0 depend on L ,  p as does O(A3). The new coefficients X and ,u'2 
depend on A and J.L2 continuously. 

PROOF. We give the proof for the special case in which p = 1 and L is 
sufficiently large. The general case is obtained by replacing !JR by !JRP, L by 
LP, n = Ld by LPd, and so on. Continuity is left to the reader to verify. 

We will write J.L for J.Lr ·  We set h = A  - 114, h' = X- 114• We do not yet know 
what X is. We prove estimates under the assumptions that A � X� {0A, 
which will be justified a posteriori by the equations for X, ,u' in Proposition 7 . 1 .  

We will use f = f(<l>0) to denote a function of the field <l>x�o at the origin, 
which for A sufficiently small, satisfies 

l f lp, h' � O( L -4 ) c1( L ) A ,  

lf(al( O) I � c(a)( L ) A3 for la d  < 8 ,  

for £-dependent constants cCal(L). Here c1 = ci L) is the constant appearing 
in the induction hypothesis . We allow f to change from one equation to the 
next. It will be used to accumulate errors which will eventually be shown to be 
harmless. Note that our choice of A allows us to bound any constant depending 
on L by A -e, s > 0. 

We begin by using Lemma 6. 1 to estimate l e -u l 2p, h' · We need an estimate 
on the real part of the following analytic function of four complex variables : 

2 vc = A( c:p C1J 2 + c:pC2J2 + uu ) + 0( A2) ( c:p C1J2 + c:p C2J 2 + uu ) 
on the domain lim c:pC1l l , l im c:p C2l l , l u i ,  lu i � Ah with A =  2. It is easy to show 
that there is a constant C such that 

Re vc � A{ (Re c:p C1lt + (Re c:p C2l)4} 
- CA112{ (Re c:p C1 l)2 + (Re c:pC2l)2} - C .  
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Therefore, for any a > 0, there is a constant Ca such that, using the notation 
of Lemma 6 . 1 ,  

l e-uc l h' ( cp) S Cae -aVX1'1' 12 . 
Consequently, by Lemma 6 . 1 ,  for any a ,  b > 0 there exist ca , b and ca , b, q such that 

( 7 .4) 
I -bu l e a[A', h' s ca , b • 

I -bu�nq l ' -q /4 e '¥ a{A', h' s ca , b , q l\ ' q = 0 ,  1 ,  2 ,  . . .  ' 

where <l>q denotes any monomial of degree q in the components of <1>. 
Now we will analyze 

where 

g(<l>x ) = e - u(<llx) (1 + 7] :<1>!\a) + r ( <l>x ) ·  
We substitute for g in Tg and expand the product grouping the resulting 
terms into cases (i), (ii) and (iii). 

(i) Two or more factors of r. Let 

8 > 2(<1> )  = E rxg{t -x, 
Xc�1 • I X I <e: 2  

where g0 = g with r set to 0 .  We will show that each factor of r i s  O(A), the 
factors g0 or r at each x E .:#1 contribute one exp(- VAicp l 2) per site so that 
the total decay for the block variable <1>'(0) is exp( - n VA icp' l 2), and so T8 ;:o: 2 is 
small enough to be put into f .  

By Lemma 6.2 ,  

I�( J.Lr * 8 ;:o: 2) 1{A', h' = IJ.Lr * 8 ;:o: 2 I[A'L-2 , h'!L 
" X �1 -X 2 n s 2 18 ;:o: 2 ly'A, h s 2 £....., l r l y'A, hlg0 ly'A, h s 0( A c ) , 

X, I X I <e: 2  
by (7.4) and the inductive assumption on r. Thus �(J.Lr * 8 > 2) obeys f-esti
mates. (The bound on the derivatives follows from Corollary 6.5 and the 
vanishing of derivatives of r at the origin.) 

(ii) One factor of r . Let 

( 7 .5)  

where we have used the same notation as  in  case (i). By Lemma 6 .4  with 
k = 1 ,  J.Lr * 81 = 81 + f. The bounds on f are obtained by the same steps as in 
case (i), together with Lemma 6.2(iv) to estimate /).(rg{1 - {xl). [Each derivative 
contributes O(h - 1) = A114 and r contributes c1(L)A .] 
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Now we consider the size of �S1. It depends on a single field <I> = <1>(0): 
6 n - 1 

�S1 = e - <n - l)v(<I>/L) ( 1 + 17 : {  � )  : ) n�r = A( <l>) n�r .  

We will show this is small by exploiting r(<l>jL) = O(L -8)c1(L)A . By - Lemma 
6.2(vi), 

I�S1 Ip, h' :s: IA I 2p, h· n l�r l -p, h' · 
By (7.4), the norm of A is bounded by a constant. By Lemma 6 .2(i), 

l�r l -jX, h' = lr i -L2/X, h'JL = lr l - z 2;h2 , h ; z , 
with l = Lhjh' . 

Therefore, by Lemma 6.3 (with l = Lhjh!, lXI = 1), 
ln�r i -/X, h' ::;; nO( L-8 ) I r lf,\ , h ::;; O( L -4 ) Ir lf,\, h ::;; O( L-4 ) c1( L ) A ,  

by the inductive assumptions on r .  Hence c1(L) carries over from the induc
tion hypothesis ; the choice of c1(L) takes place below. Thus �(J.Lr * S1) obeys 
estimates of type f .  

(iii) No r( <I>) factors. Here we will extract the lowest-order perturbative 
effects .  We compute to second order in A ,  by using Lemma 6.4 with k = 3. Let 

( 7 .6) So = e - f.,1 dx v ( 1 + '17 :<1>6 :a ).#1 . 
Then J.Lr * S0 = (1 + a +  ia2)S0 + f, by (7 .4), Lemma 6.2,  hypotheses on 
17 ,  J.L2 and Corollary 6.5 .  

Next, we claim that 

�(1 + a + ia2 ) S0 = �( 1 + a + ia2) (e - fdx v ) 
( 7 .7) 

X ( 1 + j dx 17 :<1>6 : 0 ) + f ,  

where the Laplacians act only on exp( - J v ) .  This follows by expanding 
(1 + 17 :<1>6 :)<1>1 in S0 and estimating all the terms with two or more :<1> 6 :  factors 
using Lemma 6.2.  The remaining terms have one or no :<1> 6 : factors. For terms 
with one :<1>6 : ,  
( 7 .8) �(1 + a +  ia2 ) :<1>6 :a = �(J.L * :<1>6 :a )  = L - 6 :<1>6 :a , 
by Example 5 .2 and a3<1>6 = 0. 

There are also terms in which one a;a<I> in a Laplacian acts on exp( - f dx v ) 
and the other a;a<I> acts on the :<1> 6 : .  These are of type f by Lemmas 6.2, 7.4 
and the inductive assumptions on A ,  J.L ,  v .  Let us, for example, consider the 
most delicate of these terms which is 

S := 'IJe -nv(<I>/L)�{J dx f dy 
a v  

f( x , y ) :<l>4<1> : (y ) } ' .#1 .#1 }<I>{ X ) 
up to a constant. 
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Then by (7 .4), 
IS ip, h' :;:;; C7J n l f 1 1L - 8AA  -2 = O( L  - 2 ) A .  

The rescaling produces the L - 8  and n l f l 1 is an estimate for f dx dy r(x, y) . 
This implies the first of the f-estimates, for large enough c1(L). The . second 
f-estimate for S is also easy to obtain. [In fact, S = 0 because f r(x - y) dy 
vanishes! All tree graphs vanish but we prefer not to take advantage of this 
special feature. ]  

CONCLUSION FROM (i), (ii) AN D  (iii). 

( 7 . 9) ( Tg ) ( <l> ) = e -nv(<l>fL>(P( <I>) + L - 277 :<1>6 : )  + f ( <l>) , 

where P is a sixth-order polynomial obtained by applying 1 + A + {-A2 to 
exp( - f dx v ), rescaling (.9£') and dropping terms of degree greater than 6 
(which are absorbed into f) .  It has the form 

( 7 . 10) 
The constant term is 1 because A :<l>2 :  = A2:<1>4 :  = 0. The coefficients have 
dependence on L .  

RENORMALIZATION. Our task i s  now to take terms up to degree <1>6  in f and 
P and cancel them by a shift in A ,  JL2, 7J up to 0( <1>8) terms which will be 
combined with the rest of f. This puts Tg back into the form of the inductive 
assumption A(A ,  Ji2). 

As a first step we write 

( Tg) ( <l> ) = e -nv<<I>!L>(P + L - 27] :<1>6 : +  f( <l> ) ) 
( 7 . 1 1 ) = e -nv(<l>fL>(P + L - 27] :<1>6 : +  [< ,;; 6)( <1>) ) + f1( <1>) , 

where f(<l>) = f(<l>)exp( + nv(<l>jL)) and [< "" 6> is its Taylor series through 
sixth order. f1 = ( { - [< , 6>)exp( - nv(<l>jL)). We have 

( 7 . 12) 

l f1 l y'X, h' = I f - t< , 6>e -nv(<l>fL> Ip, h' 
:;:;; lf lp, h' + 1[ < , 6>e -nv(<l>fL> Ip, h' 
:;:;; lf lp, h' + O ( Aa - 6;4 ) , 

so f1 obeys f-estimates. By construction ffa>(o) = 0 for la d  < 8. 
By matching coefficients of <1>2, <1>\ <1>6,  

( 7 . 13) 

fl = P + L - 277 :<1>6 : + r < s. 6) 

= 1 + A<l>2 + -A2<1>4 + -Aa<l>6 
( . 1 1 ) 

2 3 !  
X ( 1 + B <l> 4 ) ( 1 + C :<l> 6 : )  mod <1>8 ,  

where A = O(A), B = O(A2), C = L - 277 + O(A2). The constant term is  1 by 
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Theorem 4.2(iv), and because :<1>6 :  = 0 at <I> = 0 and riO) = 0. Therefore 

( 7 . 14) 

where fi has changed to r' to absorb O(L - 2A3)<1>8exp( - nv(<l>jL)) terms. 
We claim this representation satisfies A(A', J.i2) if L is chosen sufficiently 

large. First, it is clear that the derivatives r<al(O), la l .:::; 7, vanish. Second, to 
prove the estimate for YJ' = C, note that YJ' receives a contribution: (a) From 
YJ :<I>6 :  which by (7 .7) and the equation after (7 .7) is (YJ JL6)n = YJL - 2, so this 
contribution is less than jc0A2 for L » 1. (b) From P in (7 .9). This arises by 
applying (1 + d + d2 /2) to exp( - f dx v) and in particular is independent of r 
so we may choose c0 depending on L so that this contribution is less than 
jc0A2•  This is how c0 is determined in Proposition 7 . 1 .  (c) From [ < ,; 6) and 
cross-terms between P and [ < ,; 6) in (7 .13). These terms are O(A> 2) and are 
smaller than i-c0A2 by choice of A .  The total contribution from (a), (b) and (c) is 
therefore such that YJ1 .:::; c0A2 • 

Third, to prove the estimate l r l p, h' .:::; ciA,  note that l r' l p, h' has contribu
tions: (a) From fi in (7 .1 1). These are less than �ciA by taking L large in 
f-estimates. (b) From mod <1>8 contributions produced in steps (7 . 13) and 
(7. 14), coming solely from P and YJ .  These are less than -§-ciA by choosing ci 
depending on L .  Here and in f-estimates on type (iii) terms above, r is not 
involved in the estimates so there is no circularity in the choice of elL). (c) 
Contributions from [< ,; 6) and cross-terms with [ < ,; 6) in (7. 13). These are 
O(A> I) in norm and are less than -§-ciA by choice of A .  Altogether, we have 
l r ' l {A', h' .:::; ciA .  

Next, we claim that 

( 7 . 15) nv( <l>jL ) - A<l>2 - B <l>4 = A' :<l>4 :0 + J.i2 :<1>2 :0 , 

with A' = A - {3
2
A2 + O(A3), J.i2 = L2p.,2 - y2A2 + O(A3), {32 > 0, y2 > 0. To do 

this, we compute A to second order in A .  To first order we find, starting from 
(7. 7), that 

A<l>2 = -f??Jd (J dx v( <l> ( x ) )  ) , 

so that 

nv( <l>jL ) - A<l>2 = f??Je a (J dx v ) = A :<l>4 :0  + p.,2L2 :<1>2 :0 , 

by Example 5 .2 .  Thus the O(A) part of A<l>2 adjusts the normal ordering in v .  
The remaining parts of A and B are O(A2). The coefficients of A2 are 
determined completely by perturbation theory; that is, they depend only on 
integrals over .#1 of products of f's .  Derivatives of e -v alternate in sign, and 
this leads to {32 > 0. Beyond A2 there are corrections bounded by L dependent 
constants times A3• These come from the Taylor coefficients of the F errors. 

Finally, r( <I>) is a function R( <1>2) by Theorem 4.2. D 
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THEOREM 7.2 (Asymptotic freedom). Let L ;;::: 2 be given . Let p be a suffi
ciently large integer, and A0 be sufficiently small . Then there exists JL�(A0) = 
O(A�) such that if 

g( <P) = exp { - Ao :<P4 :a - JL� :<P2 :a} ,  
then T nPg satisfies A(Anp • JL�p) with An = (A0 1 + {32n + O(log n)) - 1 for all 
n .  Here 0( · ) may depend on LP . 

DEFINITION 7 .3 .  Let JL�(A) = JL�(A) as given in Theorem 7 .2 .  Then JL� is 
called the critical mass. 

PROOF. We use the well-known method of Bleher and Sinai (1973) to find 
JL� . Again, for simplicity, let us discuss the case p = 1 .  

Let Jn be the interval c0A�[ - 1, 1] and let I0 = J0 • Let us  suppose, as an 
inductive hypothesis, that we have constructed an interval I-n such that when 
JL� sweeps l_n then JL� sweeps the interval Jn . To construct L(n+ 1), note 
that Proposition 7 . 1  says that as JL� sweeps Jn , JL�+ 1 sweeps L2Jn - y2A� + 
O(A�). For L large enough or for c0 larger than y2, this interval contains 
Jn + 1 . Hence we define I-(n + 1> as the preimage of Jn+ 1 under the mapping 
JL� � JL� + 1 " 

The intervals I-n decrease as nested sets to a single point which we define 
to be JL� . Only at this point will the bound IJL� I :S: c0A� be satisfied for all n so 
that Proposition 7 . 1  can be applied arbitrarily many times. The recursion 
An + 1 = An - {32A� + O(A�) can be rewritten as A;;-1 1 = A;;- 1 + {32 - O(An ). This 
can easily be solved to obtain An = (A0 1 + {32n + O(log n ))- 1 . D 

8. The Green's function. We will now study the Green's function for 
walks from site x to site y in .:#. Our main result is Theorem 8. 1 .  

THEOREM 8. 1 .  Fix any integer L ;;::: 2.  Let A > 0 be sufficiently small . Then 
there exists ac = ac(A) < 0 such that 

ua( x , y )  =: lim {X> dtEx (exp [ - 2A 1 du dv l{wu =wv E .#N} N -> oo  0 O :s; u < v :s; T  

exists for all a ;;::: a c .  At a = ac , 
ua•( x , y )  = ( 1 + O( A) )G( x - y ) ( 1 + .e ( x - y ) ) , 

where le(x) l :S: O(AX1 + A log(1 + lx l )) - 1 . Here O(A) may depend on L and 
,•:. 

where JL� was defined in Definition 7.3 .  

We prove this theorem at the end of the section. 
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By Theorem 3 .3  and the remark after it, 

(8.1) 100 dtEx{ n e -Ar; -aTz1{w(t) �y)} = ((j}x'P)N = J dp.,G dgf.#N(j}x'fJy , 0 z E.#N 
where gX(<fJ) = llx E Xg(<flx), and 

g(<l>) = e- v(<l>)( 1 + '17:<1>6: ) + r ( <l>) , 
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with '17 = 0, r = 0, v( <I>) = A :( <1>2)2 : + p.,2:<1>2: ,  p.,2 = a - 2AG(O). In order to 
analyze (8. 1) properly, one needs to study a renormalization group transforma
tion S which acts on an observable f (a function of fields <I>Y, y E X c x + .:1'1) 
according to 

( 8 .2) 
S ( f ) T(g ) = �JLr * ( fg-#1) 

= �JLr * ( fgxg-#1 -x) . 
The second line shows that we are actually defining a transformation fgx � 
S( f)T(g) which is a function of the block field <l>(xjL). Although we will refer 
to S( f), all our arguments involve only products S( f)T(g) (or can easily be 
reworded this way). Thus we do not assume T(g) is an invertible element of G. 

Initially, we have f(<l>) = cp(x) . We should also consider cases in which 'P is 
replaced by (j), 1/J or -;j;, but there are no essential differences. 

We will begin by formulating an inductive assumption which characterizes 
functions which " look like" 'P· Eventually, the renormalization group transfor
mations will rescale the x and y so that (j)x and 'Py are located in the same 
block and after that a different inductive assumption which characterizes 
functions which " look like" Const + Const (j)cp will be used. 

Fix a constant c2 > 0. 

AssuMPTION B(g, a, b). The function f = f(<l>) of a field at a single point, 
<I> = <l>(x ), satisfies 

f( <l>)g(<l>) = {acp + bA :cp<l>2 :0}g( <l> ) + s ( <l>) , 
where s( <I>) is a function of the form cpF( <1>2), and 

s<a)( O) = 0 for la l s 4 ,  
ls l y'A, h  s c2 1a iA314 ,  

and b satisfies l b l s c2 la l . 

The same basic principles guide the formulation of this assumption. In this 
case, we wish to follow the coefficient of 'P carefully· since its flow determines 
the rate of decrease of the Green's function. The cubic term is isolated so as 
n9t to obscure the convergence- of LPna n as n � oo. 

PROPOSITION 8.2 . Let LP be sufficiently large and let c2 = c2(LP) appear
ing in B(g, a ,  b) be sufficiently large . Let A be sufficiently small , depending on 
LP, and let lp.,2 l s c0A2, where c0 is the constant appearing in the inductive 



1 16 D. BRYDGES, S. N. EVANS AND J. Z. IMBRIE 

assumption A(A ,  f.L) of Section 7. Let g satisfy A(A ,  f.L) and let {satisfy B(g, a ,  b). 
Then SPf satisfies B(TPg, a', b') with 

a' =  L -pa + O{ A2a ) , 

b' = L-3P {b - 2j dx fp( x ) a } + O( Aa ) .  

Here O(A2a) and O(A.a) depend on LP. 

PROOF. Without loss of generality, we take f = f( <1>(0)). We write out the 
proof for the special case p = 1 and L large. As in Section 7, the general case 
is the same argument with !JR replaced by !JRP, f by fp, �1 by �' n = ��1 �  = 
Ld by 1� 1 = LPd and L by LP. 

The claim that s has the functional form cpF( <1>2) follows from Theorem 4.2 . 
We use § to denote any function of <I> at a single point in � such that 

l8 l p, h' � O( L - 5) ci L ) Ia iA314 , 

l§(a){O) I � c<a)( L ) l a iA2 if la d  � 4 .  
We will call these §-estimates . 

By Lemma 6.4, 
S ( f ) T(g) = .9R(f.Lr * fg.#1) 

= !JRE( fg.#1) + remainder , 
(8 .3) 

where E = 1 + � + l�2 + (1/30�3 • We claim that the remainder obeys 8-
estimates. By Lemma 6.2, 

I!JR(f.Ltr * �4fg.#1 ) 1p, h' � lf.L tr * �4fg.#1 1pL-2 , h'/L 

(8 .4) 
� 2 1�4{g.#1 1 2jXL -2, h'jL 
� 0( h - s ) lfg.#1 1p, h 

� la i 0 ( A714 ) , 
by using B(g, a ,  b), A(A. ,  f.L), Lemma 6.2 and (7.4). By Lemma 6.4, we see that 
the remainder is bounded by O(A714) 1a l . By Lemma 6.2, the derivatives are 
O(A2) since the zeroth derivative vanishes at <I> = 0. For A small depending on 
L, the remainder obeys 8-estimates. The claim is proven. 

By B(g, a ,  b), 

(8 .5) .9RE( fg.#1) = .9RE{ (acp0 + bA :cp0<1>� : )g.#t} '+ .9RE(sg.#1 - {0}) . 
Yve claim the last term is an 8. 

By estimates similar to (8.4), we see that each � in E contributes Jt.lf2 and s 
is already O(aA314), so E can be replaced by the identity, up to § terms: 

!JRE( sg.#t - {O}) = &P( sg.#1 - {O}) + 8 .  
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Furthermore, by A(A , JL) and Lemma 6.2, 

9Psg'§'t- <OJ = 9Ps( e - v )'#t - <oJ + 8,  

I I'H'J ( - v ) sl - <oJI I I'H'J I I I'H'J( - v )sl - <oJI .=s e /if, h' � .=s -/if, h' -= e 2/if, h' · 
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By Lemma 6.2, I9Ps l - jii, h' = l s l - z2h2, h ! l with l = Lhjh' . We apply Lemma 
6.3, (7.4) and B(g, a ,  b) to get that the last expression is 

� cL- 5 Is l o , h  � O( L- 5) c2( L ) Ia iA314 . 
We have proven the first 8-estimate. Here c/L) carries over from the induc
tion hypothesis; the choice of elL) takes place below. Since s (al(O) = 0 for 
Ia I � 4, we have the second 8-estimate also. We have proven the claim that the 
second term in (8.5) is 8. 

So far, we have proven that 

(8 .6) 
where P = (a<p + bA :<p<I>2:)(x). To organize the results of expanding E using 
the Leibniz rule, we will use � to denote equality mod (eighth-order a ;a <I> 
derivatives), for example, E � exp(.:l ). Also we write Ll = Llpp + 2Llpg + Llgg '  
where Llpp means that both a;a<I>'s in  .:l act on P, and so  forth. Then, in  the 
above equation we may write 

E �  'exp( .:l ) � exp( Llpp + 2Llpg + Llgg )  

= exp(2.:lpg )exp(Llpp )exp(.:lgg ) 

3 2l 
� L � LlpgEPEg . 

j�O  J . 

Although we have manipulated formal power series in the intermediate equali
ties, the left- and right-hand sides are finite series and therefore agree up to 
finitely many eighth- or higher-order derivatives. When such derivatives act on 
Pgst, the results can be put in 8 by estimates similar to (8.4). 

Since P is a cubic polynomial EP = exp(.:l)P and, by Lemma 5 . 1 ,  exp(.:l) 
changes the normal ordering in P from G to G - f. Let 

Q = a<p + bA :<p<I> 2 :a-r · 
Then we have proven: 

(8 . 7) 
3 2l 

S ( f )T (g )  = 9Pl: � Ll�g{QEg#t} + 8 .  
) � 0 J . 

By using the explicit form for Q and the representation (7.2) for g, we find 
that the j = 2, 3 terms in the sum are 8-terms. 

9P acts on a Wick power as follows (Lemma 5 . 1): 
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Therefore !JRQ = PL, where 

PL = aL - lcp + bAL - 3 :cpcp2 : 0 .  
Also, PL!JREg.#1 = PL!lRILr * g.#1 + § = PLTg + §, and 

Consider the term with !::.Qg· Up to changes in § in each equality, 

where cp subscripts indicate a jiJcp derivatives, 

= ( J dx f( x ) ) (9t'Q<I>) (9l'Ev<I> ) ( Tg) + § 

= ( Jr ) a {2AL - a :cp2cp :0 + JL2L - 1cp} ( Tg) + § . 

This term is  actually 0, since f r = 0, but we have written it  into Proposition 
8. 1 as part of the shift in b. In the above analysis of 9l'E{Pg.#1} , various terms 
have been put in § either because they are O(A> 314) 1a l or O(L - 5)c2(L) Ia iA314• 
Here a one-time choice of c2(L) is made (note that s is not involved so there is 
no circularity in this choice). 

Let 

( 8 .9) 

Then we have proven 

( 8 . 10) S( f )T(g) = P(Tg) + § .  

Now we let q be the terms through order 3 in  the Taylor series for §j(Tg) 
about cp = 0.  Note that Tg is  invertible near cp = 0 by Proposition 7. 1 .  Then 

S ( f )T (g) = ( P + q ) ( Tg) + § - q (Tg) , 
and here the coefficients of q are O(A2a) because s<a>(O) = O(A2a), la d � 4. 
Since S( f)T(g) and P(Tg) have the functional form cpf(cp2), § must also by 
(8. 10), and so must q .  Therefore q renormalizes a ,  b by O(A2a). Let s' = § 
q(Tg). Then 

l s' lp, h' � i s lp, h' + lq l -p, h'I ( Tg) l zp, h' 

� 0(.!. -5) c2( L ) A314 + c lq l -p, h' •  
by 8-estimates and (7.4). Since q<a> = (§j(Tg))<a>(o), the second §-estimate and 
A(A ,  JL) imply 
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so that lq i - [A', h' s c(L) Ia iA5/4• Therefore 

l s ' lp, h' s c2( L ) la' IA314 , 
where a' is the coefficient of cp in P + q . The rescaling caused the original s to 
shrink by O(L -5), leaving plenty of room for new contributions to s' . 

Finally, s' = (TgXs(Tg)- 1 - q) so by the definition of q, s' satisfies 
s•<al(O) = 0, if la l s 3, and if la l = 4, because s is an odd function. 

In summary, we have proven that 

S ( f )T(g) = ( P + q ) ( Tg) + s' 
satisfies the inductive assumption B(Tg, a', b' ), where 

P + q = a'cp - b'X :cp¢J2 : ,  
a' = L- 1a + 0( A2a ) , 

b' = L-3 ( b - � Jra ) + O( Aa ) . 

The change in A induces a small shift in b which is absorbed in O(Aa). 0 

If we are able to do k iterations, where Lkp = lu - v i ,  then two observables 
S kPfu and S kPfv will be in the same block, ujLkP + �- We write 

h o( cJJ ) = ( S kPfu ) (  S kPfv ) 
and make the following inductive assumption (which we will prove is valid for 
h o). 

AssUMPTION C(g, d). Let u ,  v be two not necessarily distinct points with 
l u - v i s LP. The observable h can be represented in the form 

h ( cJJ ) g(u , v) = (d(O) + d(2) : cp( u ) �( v) :a )g<u , v) + t ,  
g<u , v) = n g(cJJw ) -w E {u , v} 

Here t has the functional form 'Pu�vF(cJJ�, cJJ;) with F(O, 0) = 0. It satisfies 
t<al(O) = 0 for la l < 4 and 

l t lyA, h  s d(4) . 
Now let us suppose that f(cJJ) = 'Px and /(cJJY) = �Y' where lx - y l = Lk + I . 

From Proposition 8.2 iterated k times, and the flow of A given by Theorem 
7.2, we find 

( 8 . 1 1 ) 

(8,)2) 

( 8 . 13) 

S kPf = akp'P + bkpAkp :cpcJJ z : + skpg;PI , 
k 

akp = L-kp 0 ( 1 + 0(A�1 ) )  = L -kp ( 1 + O( A 0 ) ) ( 1 + O(Akp )) , j = l 

l bkp l s O( a kp ) , 
ls kp l�, hkp s O(a kpAt,4) . 
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Therefore h 0 satisfies C(gkP' d) with 

acol = G( x - y ) ( 1 + 0( A0 ) ) ( 1 + O(Akp )) , 

( 8 . 14) d(Z) = 0( d(O)) , 
d(4) = 0( d(O)) . 

The term aco) comes from normal-ordering a�Pcp(jj . The leading contribution 
to d(4) comes from a kpbkpAcp(jjiP2• In (8. 12)-(8. 14) and below, 0( · ) may 
depend on LP, unless the dependence on LP is written explicitly, as in 
O(L -4P). 

PROPOSITION 8.3. Assume the same hypotheses on L, p, A, g as in Proposi-
tion 8.2. Then [h satisfies C(g, d)] = [ SP(h )  satisfies C(TPg, d')] with 

d'(O) = d(O) + 0( d(2)A2 ) + 0( d(4)A ) , 
d'C2l = L - zpdC2l( 1 + 0( A ) )  + 0( dC4lA) , 

d'c4l = 0( L - 4P ) dc4l + O( AdC2l) , 
u' , v' = ujLP , vjLP . 

PROOF. With the basic method established in the previous proposition, we 
indicate only the main points. The coefficient d'(O) receives its shift from 
Laplacians which contract the dC2l:cp(jj : and t terms to g. The normal ordering 
is responsible for the vanishing of O(A) contributions, and d'C2l scales down by 
L - zp because !JRPJ.Lr * : cp(jj : = L - zp :cp(jj : .  In addition, it is shifted as indicated 
above by convolutiJ'n acting on t and Laplacian contractions to g. The 
constant d'C4l scales down by O(L - 4P) because tC"'l(O) = 0 for la l < 4. It also 
receives " new" contributions of order AdC2l. D 

PROOF OF THEOREM 8 . 1 .  We give the proof for the case where p = 1 .  The 
general case requires more notation but no new ideas. 

Consider 

We claim that the limit as N � oo exists pointwise in x, y when J.L2 ;::::. J.L� .  
By hypothesis we can apply Theorem 7 .2  and conclude that there i s  a global 

trajectory g � Tg � T2g � · · · which starts · with J.L� = J.L� and Ao � 
A1 � · · · with A;;- 1 = A  - 1 + {32n + O(log n). Given x, y, let k be the smallest 

>'integer such that l (x - y)jLk l s L . By applying Proposition 8.2 and Theorem 
4.2 k times, we find that 
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where h0  is as in (8. 14) and gk = Tkg. Here h 0 is independent of N for N 
large enough so that §N contains x, y. We apply Proposition 8.3 N - k times 
and evaluate the resulting h at <P = 0 to get I(x, y ). This picks out the final 
a<o) which we now asymptotically evaluate using Propositions 8.2 and 8.3 . 

From (8. 14) the initial a<o) for Proposition 8.3 is 

( 8 . 15) G( x - y ) ( 1 + O( A0 ) ) ( 1 + O( Ak ) ) . 

A similar factor gives the k-dependent part of the first L2kPd<0). The subse
quent flow of d<0), d<2) is given by Proposition 8.3. Mter n steps, d(2) is down 
by L - 2npn}� 1(1 + O(AJ +k)). Therefore a<2) (and also a<4)) are decreasing 
exponentially in n so that a<o) stabilizes quickly close to its starting value and 
the k-dependence is still of the form (8. 15). Since k = O(log(x - y)), we find 
that in the limit as N � oo, 

I( x , y )  = G( x - y) [ 1 + O( A ) ] ( 1 + s ( x - y) ] , 

with s as in the statement of Theorem 8. 1 .  
By Theorem 3.3 and the remarks below it and the definition of local time r, 

Therefore the a =  a c conclusion of Theorem 8 .1 is proven. We obtain the 
existence of ua(x, y) for a �  a c by the Lebesgue dominated convergence 
theorem applied to the random walk expression for Ua. D 

PROOF OF (6.2). 

APPENDIX 

h"' a !  " - " - !g<f3)g<Y) i 
'-;; a !  f3 , y : ty�a � ! r! 1 2 w 1 w2 

h f3 + y 
< " -- ig<f3) 1 ig<Y) I - L., f.! 1 1 1 w 1 2 w 2 {3 , y fJ · l' · 

D 
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PROOF OF (6.3). 

a !  ( a + f3) ' 1 
E 

• h 13 ( h' - h )a I (a+/3) 1 -( h-,-_-h-)-=a 13 a ! f3 !  . ( a + f3) ! g w 

a !  h'a+(3 
� " I (a+/3) 1  ( h: - h )a "'; ( a + f3 ) !

g w 

PROOF OF (6.4). 

Therefore 

I (JLc * g ) (a) l = IJLc * g<a> l 
= IJLc * ( ww-lg<a>)l 
� IJLc * wl lg(a) lw 

IJLc * g(a) lw' � lg(a) lw, 
which implies IJLc * glw•, h � lglw, h ·  D 

D 

PROOF OF (6 . 12) . Let g = E 13gf3(fP)I/Jf3. Then if JLc is a Fermionic ® 
Bosonic Gaussian measure, we have 

JLc * g = E (JLc * g13)( fP )JLc * 1/113 , 
{3 

and by (6.2), (6.4) and (6. 1 1), 

IJLc * glw,h � E IJLc * g13lw,hiJLc * I/J13I 1,h 
{3 

� E lg13lw',h exp( h- 2 E ICiji }I.P13I 1,h 
{3 

= exp( h- 2 E IC;) } L: lg13lw',hh13 
{3 

= exp(h- 2 E ICijl }lglw·,h · D 
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