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#### Abstract

This paper contains several results about the structure of the congruence kernel $C^{(S)}(G)$ of an absolutely almost simple simply connected algebraic group $G$ over a global field $K$ with respect to a set of places $S$ of $K$. In particular, we show that $C^{(S)}(G)$ is always trivial if $S$ contains a generalized arithmetic progression. We also give a criterion for the centrality of $C^{(S)}(G)$ in the general situation in terms of the existence of commuting lifts of the groups $G\left(K_{v}\right)$ for $v \notin S$ in the $S$-arithmetic completion $\widehat{G}^{(S)}$. This result enables one to give simple proofs of the centrality in a number of cases. Finally, we show that if $K$ is a number field and $G$ is $K$-isotropic, then $C^{(S)}(G)$ as a normal subgroup of $\widehat{G}^{(S)}$ is almost generated by a single element.
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## 1. INTRODUCTION

Let $G$ be an absolutely almost simple simply connected algebraic group defined over a global field $K$, and let $S$ be a nonempty subset of the set $V^{K}$ of all places of $K$ containing the set $V_{\infty}^{K}$ of archimedean places. We fix a $K$-embedding $G \hookrightarrow \mathrm{SL}_{n}$ and define

$$
G(\mathcal{O}(S))=G(K) \cap \mathrm{SL}_{n}(\mathcal{O}(S)),
$$

where $\mathcal{O}(S)$ is the ring of $S$-integers in $K$. One then introduces two topologies, $\tau_{\mathrm{a}}$ and $\tau_{\mathrm{c}}$, on the group of $K$-rational points $G(K)$, called the $S$-arithmetic topology and the $S$-congruence topology, respectively, by taking for a fundamental system of neighborhoods of the identity all normal subgroups of finite index $N \subset G(\mathcal{O}(S))$ for $\tau_{\mathrm{a}}$, and the congruence subgroups $G(\mathcal{O}(S), \mathfrak{a})=G(K) \cap \mathrm{SL}_{n}(\mathcal{O}(S), \mathfrak{a})$ corresponding to nonzero ideals $\mathfrak{a}$ of $\mathcal{O}(S)^{1}$ for $\tau_{\mathrm{c}}$. One shows that these topologies in fact do not depend on the choice of a $K$-embedding of $G$ into $\mathrm{SL}_{n}$, and furthermore, the group $G(K)$ admits completions with respect to both $\tau_{\mathrm{a}}$ and $\tau_{\mathrm{c}}$. These completions will be denoted $\widehat{G}^{(S)}$ and $\bar{G}^{(S)}$ and called respectively the $S$-arithmetic and the $S$-congruence completions. As the topology $\tau_{\mathrm{a}}$ is finer than $\tau_{\mathrm{c}}$, there is a natural continuous homomorphism $\pi^{(S)}: \widehat{G}^{(S)} \rightarrow \bar{G}^{(S)}$, which turns out to be surjective. Its kernel $C^{(S)}(G)$ is called the $S$-congruence kernel. Clearly, $C^{(S)}(G)$ is trivial if and only if every normal subgroup $N \subset G(\mathcal{O}(S))$ contains a congruence subgroup $G(\mathcal{O}(S), \mathfrak{a})$ for some $\mathfrak{a}$, which means that we have an affirmative answer to the classical congruence subgroup problem for the group $G(\mathcal{O}(S))$. In general, $C^{(S)}(G)$ measures the deviation from the affirmative answer, so by the congruence subgroup problem in a broader sense one means the task of computing $C^{(S)}(G)$. (In the sequel, we will omit the superscript $(S)$ if this cannot lead to confusion.)

[^0]The investigation of the congruence subgroup problem has two parts: the first is to prove that in certain cases $C^{(S)}(G)$ is finite and then determine it precisely, and the other is to understand the structure of $C^{(S)}(G)$ in the cases where it is infinite. We recall that the expected conditions for $C^{(S)}(G)$ to be finite/infinite are given in the following conjecture of Serre [58]:
$C^{(S)}(G)$ should be finite if $\mathrm{rk}_{S} G:=\sum_{v \in S} \mathrm{rk}_{K_{v}} G$ is $\geq 2$ and $G$ is $K_{v}$-isotropic for all $v \in S \backslash V_{\infty}^{K}$, and $C^{(S)}(G)$ should be infinite if $\mathrm{rk}_{S} G=1$.
(In the sequel, we will always assume that $\mathrm{rk}_{S} G>0$ as otherwise the group $G(\mathcal{O}(S))$ is finite and hence $C^{(S)}(G)$ is trivial.) The results of the current paper contribute to both aspects of the congruence subgroup problem. (We refer the reader to the surveys [39, 43] and references therein for information about the very impressive body of work in this area.)

To give the precise formulations, we need to recall the statement of the Margulis-Platonov conjecture (MP) for the group $G(K)$ :

Let $\mathcal{A}=\left\{v \in V^{K} \backslash V_{\infty}^{K} \mid \mathrm{rk}_{K_{v}} G=0\right\}$ be the set of nonarchimedean places of $K$ where $G$ is anisotropic, let $G_{\mathcal{A}}=\prod_{v \in \mathcal{A}} G\left(K_{v}\right)$, and let $\delta: G(K) \rightarrow G_{\mathcal{A}}$ be the diagonal map. Then for any noncentral normal subgroup $N$ of $G(K)$, there is an open normal subgroup $U$ of $G_{\mathcal{A}}$ such that $N=\delta^{-1}(U)$; in particular, if $\mathcal{A}=\varnothing$ (which is always the case if $G$ is not of type $\left.\mathrm{A}_{n}\right)$, then $G(K)$ does not contain any proper noncentral normal subgroups.
We note that (MP) has been established in all cases where $G$ is $K$-isotropic (see [15]) and also in many cases where $G$ is $K$-anisotropic (see [31, Ch. 9] and [54, Appendix A]). Throughout this paper, we reserve the notation $\mathcal{A}=\mathcal{A}(G)$ for the set of anisotropic places, i.e. the nonarchimedean places of $K$ where $G$ is anisotropic, and assume that (MP) holds for $G(K)$ and that $\mathcal{A} \cap S=\varnothing$. (As shown in [40, §6], the general case can be reduced to the case where $\mathcal{A} \cap S=\varnothing$, but if this condition fails then $C^{(S)}(G)$ is always infinite.) It is known that $C^{(S)}(G)$ is finite if and only if it is central (i.e., is contained in the center of $\widehat{G}^{(S)}$ ), in which case it is isomorphic to the Pontryagin dual of the metaplectic kernel $M(S, G)$ (cf. [39, §3]). Since the metaplectic kernel has completely been determined in [36] in all cases relevant for the congruence subgroup problem (for example, we know that $M(S, G)$ is trivial if $S$ is infinite), the first of the two aspects of the congruence subgroup problem we mentioned above reduces to proving that $C^{(S)}(G)$ is central in the expected cases. Our first basic result (Theorem 4.3) is the following. This result was proved in $[36, \S 9]$ in the case where $K$ is a number field.

Theorem. Let $G$ be an absolutely almost simple simply connected algebraic group over a global field $K$, and assume that (MP) holds for $G(K)$. Then for any finite set $V$ of nonarchimedean places of $K$ that contains the set $\mathcal{A}$ of anisotropic places and for $S=V^{K} \backslash V$, the congruence kernel $C^{(S)}(G)$ is central and hence trivial.

This result will be used to prove the following theorem which provides a new, and particularly effective, criterion for the centrality of $C^{(S)}(G)$. We observe that since $\mathrm{rk}_{S} G>0$, it follows from the strong approximation property (cf. [26, 29, 33]; see also [52] for a recent survey) that the congruence completion $\bar{G}^{(S)}$ can be naturally identified with the group of $S$-adeles $G(\mathbb{A}(S)$ ), which enables us to view the group $G\left(K_{v}\right)$ for any $v \in V^{K} \backslash S$ as a subgroup of $\bar{G}^{(S)}$. As above, we let $\pi: \widehat{G} \rightarrow \bar{G}$ denote the natural continuous homomorphism (we suppress the superscript $(S)$ ).

Theorem A. Let $G$ be an absolutely almost simple simply connected algebraic group over a global field $K$, and let $S$ be any subset of $V^{K} \backslash \mathcal{A}$ containing $V_{\infty}^{K}$. Assume that for every $v \notin S$, there is a subgroup $\mathscr{G}_{v}$ of $\widehat{G}$ so that the following conditions are satisfied:
(i) $\pi\left(\mathscr{G}_{v}\right)=G\left(K_{v}\right)$ for all $v \notin S$;
(ii) $\mathscr{G}_{v_{1}}$ and $\mathscr{G}_{v_{2}}$ commute elementwise for all $v_{1}, v_{2} \notin S, v_{1} \neq v_{2}$;
(iii) the subgroup generated by the $\mathscr{G}_{v}$, for $v \notin S$, is dense in $\widehat{G}$.

Then $C^{(S)}(G)$ is central in $\widehat{G}$.
(We note that this theorem was already stated in [50, Theorem 7] and that Proposition 4.5 contains a somewhat more general result which is sometimes useful.) We will show in Section 4 how Theorem A can be used to establish the centrality of the congruence kernel for $G=\mathrm{SL}_{n}, n \geq 3$, and $G=\mathrm{SL}_{2}$ when $\mathrm{rk}_{S} G \geq 2$ (i.e., when the group of units $\mathcal{O}(S)^{\times}$is infinite)-see Examples 4.6 and 4.7.

To formulate our next result, we need to recall the definition of a generalized arithmetic progression. For a global field $K$, we let $V_{\mathrm{f}}^{K}$ denote the set of all nonarchimedean places of $K$ (i.e., $V_{\mathrm{f}}^{K}=V^{K} \backslash V_{\infty}^{K}$ ). Now, let $F / K$ be a Galois extension (not necessarily abelian) with Galois group $\mathcal{G}:=\operatorname{Gal}(F / K)$. Given $v \in V_{\mathrm{f}}^{K}$ which is unramified in $F$, for every extension $w \mid v$ one defines the Frobenius automorphism $\operatorname{Fr}_{F / K}(w \mid v) \in \mathcal{G}$; recall that $\operatorname{Fr}_{F / K}(w \mid v)$ for all extensions $w \mid v$ fill a conjugacy class of $\mathcal{G}$ (cf. [2, Ch. VII]). Now, fix a conjugacy class $\mathscr{C}$ of $\mathcal{G}$.

Definition. A generalized arithmetic progression $\mathscr{P}(F / K, \mathscr{C})$ is the set of all $v \in V_{\mathrm{f}}^{K}$ such that $v$ is unramified in $F / K$ and for some (equivalently, any) extension $w \mid v$, the Frobenius automorphism $\operatorname{Fr}_{F / K}(w \mid v)$ is in the conjugacy class $\mathscr{C}$.

We can now formulate our next result.
Theorem B. Let $G$ be an absolutely almost simple simply connected algebraic group over a global field $K$, and let $L$ be the minimal Galois extension of $K$ over which $G$ is an inner form of a split group. Let $S$ be a subset of $V^{K}$ which is disjoint from $\mathcal{A}$, contains $V_{\infty}^{K}$, and also contains all but finitely many places belonging to a generalized arithmetic progression $\mathscr{P}(F / K, \mathscr{C})$ such that $\sigma \mid(F \cap L)=\operatorname{id}_{F \cap L}$ for some (equivalently, any) $\sigma \in \mathscr{C}$ (which is automatically true if $G$ is an inner form of a split group over $K$ ). Then $C^{(S)}(G)$ is central, and hence in fact trivial.

In Section 6 we will give a new proof of Lubotzky's conjecture on the congruence subgroup property for arithmetic groups with adelic profinite completion. A profinite group $\Delta$ is called adelic if for some $n \geq 1$, there exists a continuous embedding $\iota: \Delta \hookrightarrow \mathrm{GL}_{n}(\widehat{\mathbb{Z}})$, where $\widehat{\mathbb{Z}}=\prod_{q \text { prime }} \mathbb{Z}_{q}$. It was conjectured by A. Lubotzky that if for $\Gamma=G(\mathcal{O}(S))$ the profinite completion $\widehat{\Gamma}$ is adelic then $\Gamma$ has the congruence subgroup property (CSP), i.e. the congruence kernel $C^{(S)}(G)$ is finite. This was proved by Platonov and Sury in [32] using some rather technical constructions developed earlier in [30] to establish (CSP) for arithmetic groups with bounded generation. Subsequently, Liebeck and Pyber [19] showed that any finitely generated subgroup of $\mathrm{GL}_{n}(\widehat{\mathbb{Z}})$ has bounded generation, which allows one to prove Lubotzky's conjecture by directly quoting the results of [22, 30] on (CSP) for arithmetic groups with bounded generation. We note that it is essential in both [19] and [32] that $\Gamma$ be finitely generated (i.e., $S$ be finite). We give a rather short proof of Lubotzky's conjecture that does not rely on finite generation (hence is applicable even when $S$ is infinite).

Theorem C. Let $G$ be an absolutely almost simple simply connected algebraic group defined over a number field $K, S \subset V^{K} \backslash \mathcal{A}$ be a subset containing $V_{\infty}^{K}$, and $\Gamma=G(\mathcal{O}(S))$. If the profinite completion $\widehat{\Gamma}$ is adelic, then $C^{(S)}(G)$ is central, hence finite.

Our last result addresses the second aspect of the congruence subgroup problem, viz. the structure of the congruence kernel $C=C^{(S)}(G)$ when it is infinite. It is known (cf. Proposition 2.9) that in this case the group $C$ is not finitely generated; for its precise structure in certain cases see $[21,27,28,71,72]$. Lubotzky [24] showed however that the congruence kernel $C$ is always finitely generated as a normal subgroup of $\widehat{\Gamma}$. We will prove that when $K$ is a number field and $G$ is $K$-isotropic, $C$ as a normal subgroup of $\widehat{G}$ is almost generated by one element (this result was announced more than ten years ago and is mentioned in [24], but its proof given below appears in print for the first time).

Theorem D. Let $G$ be an absolutely almost simple simply connected algebraic group over a number field $K$ with $\mathrm{rk}_{K} G=1$. Then there exists $c$ in $C:=C^{(S)}(G)$ such that if $D$ is the
closed normal subgroup of $\widehat{G}$ generated by $c$, then the quotient $C / D$ is a quotient of the metaplectic kernel $M(S, G)$; in particular, it is a finite cyclic group.
(We note that if $G$ is $K$-isotropic and $\operatorname{rk}_{S} G \geq 2$, then $C^{(S)}(G)$ is known to be central (Raghunathan $[40,41])$ and hence isomorphic to $M(S, G)$, so the theorem trivially holds with $c=1$. Thus, the core case in the theorem is where $\mathrm{rk}_{S} G=1$.)

## 2. PRELIMINARIES ON THE CONGRUENCE KERNEL

Let $G\left(\hookrightarrow \mathrm{SL}_{n}\right)$ be an absolutely almost simple simply connected algebraic group over a global field $K, \mathcal{A}$ be the finite set of nonarchimedean places of $K$ where $G$ is anisotropic, and $S \subset V^{K}$ be a nonempty subset containing $V_{\infty}^{K}$ when $K$ is a number field and such that $\mathcal{A} \cap S=\varnothing$ and $\mathrm{rk}_{S} G>0$. Let $\Gamma=G(\mathcal{O}(S))$. The discussion in Section 1 leads to the following exact sequence of topological groups for the congruence kernel $C:=C^{(S)}(G)$ :

$$
\begin{equation*}
1 \rightarrow C \rightarrow \widehat{G} \xrightarrow{\pi} \bar{G} \rightarrow 1 \tag{C}
\end{equation*}
$$

(we omit the superscript $(S)$ whenever possible). It is an immediate consequence of the definitions that (C) splits over the subgroup $G(K)$ of $K$-rational points in the category of abstract groups (with the image of this splitting being dense in $\widehat{G})$. Furthermore, as we already pointed out in Section 1, it follows from the strong approximation property that the $S$-congruence completion $\bar{G}$ can be naturally identified with the group of $S$-adeles $G(\mathbb{A}(S))$. We now recall the following universal property of (C).

Proposition 2.1. Let

$$
1 \rightarrow D \rightarrow E \xrightarrow{\rho} G(\mathbb{A}(S)) \rightarrow 1
$$

be an exact sequence of locally compact topological groups with $D$ a profinite group. Assume that there exists a splitting $\varphi: G(K) \rightarrow E$ for $\rho$ over $G(K)$ whose image is dense in $E$. Then there exists a continuous surjective homomorphism $\sigma: C \rightarrow D$. In particular, if $C$ is trivial then so is $D$.

Proof. Since the closure $\bar{\Gamma}$ of $\Gamma$ in $\bar{G}$ is an open profinite subgroup and the group $D$ is also profinite, we see that $\Omega:=\rho^{-1}(\bar{\Gamma})$ is an open profinite subgroup of $E$. Then

$$
\varphi(G(K)) \cap \Omega=\varphi(G(K) \cap \bar{\Gamma})=\varphi(\Gamma)
$$

is a dense subgroup of $\Omega$. By the universal property of the profinite completion, there exists a continuous surjective homomorphism $\widehat{\varphi}: \widehat{\Gamma} \rightarrow \Omega$ which coincides with $\varphi$ on $\Gamma$. As $\varphi$ is a section for $\rho$ over $G(K)$, the composition $\rho \circ \widehat{\varphi}: \widehat{\Gamma} \rightarrow \bar{\Gamma}$ restricts to the identity map on $\Gamma$ and therefore coincides with $\pi$ on $\widehat{\Gamma}$. Since $\widehat{\varphi}: \widehat{\Gamma} \rightarrow \Omega$ is surjective, we now conclude that

$$
D=\widehat{\varphi}\left(\widehat{\varphi}^{-1}(D)\right)=\widehat{\varphi}(C)
$$

so $\sigma:=\widehat{\varphi} \mid C$ is as required.
The goal of this section is to develop some techniques that will be used later to establish the centrality of $C$ in certain situations. For further use, it is convenient to deal not only with the extension (C) itself, but also with its quotients. So, let $D \subset \widehat{G}$ be a closed normal subgroup contained in $C$. Consider the quotient of (C) by $D$ :

$$
\begin{equation*}
1 \rightarrow F=C / D \rightarrow H=\widehat{G} / D \xrightarrow{\theta} G(\mathbb{A}(S)) \rightarrow 1 \tag{F}
\end{equation*}
$$

We note that just like (C), the sequence (F) splits over the group $G(K)$, and the map $\theta$ is open and closed. The following set of places plays an important role in examining when (F) is a central
extension:

$$
\mathfrak{Z}(F)=\left\{v \in V^{K} \backslash(S \cup \mathcal{A}) \mid \theta\left(Z_{H}(F)\right) \supset G\left(K_{v}\right)\right\}
$$

where $Z_{H}(F)$ denotes the centralizer of $F$ in $H$, the set $\mathcal{A}$ consists of those nonarchimedean $v \in V^{K}$ where $G$ is anisotropic, and $G\left(K_{v}\right)$ is naturally identified with a subgroup of $\bar{G}=G(\mathbb{A}(S))$. We will write $\mathfrak{Z}$ for $\mathfrak{Z}(C)$ if this will not lead to confusion. We note that Proposition 2.1 is independent of the Margulis-Platonov conjecture (MP), but in the rest of this section we do invoke our standing assumption that (MP) holds for $G(K)$ and $S \cap \mathcal{A}=\varnothing$.

We begin with a couple of results that give sufficient conditions for a place $v \in V^{K} \backslash(S \cup \mathcal{A})$ to belong to $\mathfrak{Z}(F)$.

Proposition 2.2. Let $v \in V^{K} \backslash(S \cup \mathcal{A})$. Assume there exists a noncentral $a \in G\left(K_{v}\right)$ such that $a \in \theta\left(Z_{H}(x)\right)$ for every $x \in F$. Then $v \in \mathcal{Z}(F)$.

Proof. Let $\mathcal{F}$ be the set of conjugacy classes in $F$. The conjugation action of $H$ on $F$ gives rise to a group homomorphism $\bar{G} \xrightarrow{\tau} \operatorname{Perm}(\mathcal{F})$ to the group of permutations of $\mathcal{F}$. Our assumption means that $\tau(a)=\mathrm{id}_{\mathcal{F}}$. Since $G\left(K_{v}\right)$ does not have proper noncentral normal subgroups (cf. [29] and also [15, 35, 66]), this implies that $\tau\left(G\left(K_{v}\right)\right)=\left\{\mathrm{id}_{\mathcal{F}}\right\}$. In particular, any open normal subgroup $W \subset F$ is normalized by $H_{v}:=\theta^{-1}\left(G\left(K_{v}\right)\right)$, so the latter acts on the finite group $F / W$. Let $\lambda_{W}: H_{v} \rightarrow \operatorname{Aut}(F / W)$ be the corresponding group homomorphism, and set $\mathcal{L}_{W}=\operatorname{Ker} \lambda_{W}$. We need the following lemma.

Lemma 2.3. Let $\kappa: \mathcal{H} \rightarrow \mathcal{G}$ and $\lambda: \mathcal{H} \rightarrow \mathcal{M}$ be two continuous homomorphisms of locally compact topological groups with kernels $\mathcal{K}$ and $\mathcal{L}$, respectively. Assume that
(1) $\kappa$ is closed and surjective, $\mathcal{K}$ is compact, and $\mathcal{G}$ does not have proper closed normal subgroups of finite index;
(2) $\mathcal{M}$ is profinite.

Then $\mathcal{H}=\mathcal{K} \mathcal{L}$, or equivalently $\kappa(\mathcal{L})=\mathcal{G}$.
Proof. Assume that $\mathcal{N}:=\mathcal{K} \mathcal{L}$ is properly contained in $\mathcal{H}$. Then, since $\mathcal{K}$ is compact, the image $\lambda(\mathcal{N})=\lambda(\mathcal{K})$ is a closed subgroup of $\mathcal{M}$ that is properly contained in $\lambda(\mathcal{H})$. Since $\mathcal{M}$ is profinite, there exists a proper open subgroup $\mathscr{U} \subset \mathcal{M}$ that contains $\lambda(\mathcal{N})$ but not $\lambda(\mathcal{H})$. Then $\mathcal{V}:=\lambda^{-1}(\mathscr{U})$ is a proper open subgroup of $\mathcal{H}$ of finite index that contains $\mathcal{N}$. It follows that $\kappa(\mathcal{V})$ is a proper closed subgroup of $\mathcal{G}$ of finite index. Then the intersection of all conjugates of $\kappa(\mathcal{V})$ would be a proper normal closed subgroup of $\mathcal{G}$ of finite index, but by our assumption such a subgroup cannot exist. A contradiction.

Applying the lemma to the homomorphisms $H_{v} \xrightarrow{\theta} G\left(K_{v}\right)$ and $H_{v} \xrightarrow{\lambda_{W}} \operatorname{Aut}(F / W)$, we find that $\theta\left(\mathcal{L}_{W}\right)=G\left(K_{v}\right)$ for every open normal subgroup $W$ of $F$. Thus, for any $g \in G\left(K_{v}\right)$, the fiber $\theta^{-1}(g)$ meets the closed subgroup $\mathcal{L}_{W}$. Using the fact that $\mathcal{L}_{W_{1}} \cap \ldots \cap \mathcal{L}_{W_{d}}=\mathcal{L}_{W_{1} \cap \ldots \cap W_{d}}$ for any open normal subgroups $W_{1}, \ldots, W_{d}$ of $F$ and the compactness of $\theta^{-1}(g)$, we conclude that

$$
\theta^{-1}(g) \cap\left(\bigcap_{W} \mathcal{L}_{W}\right) \neq \varnothing
$$

where $W$ runs through all open normal subgroups of $F$. But $\bigcap_{W} \mathcal{L}_{W}$ clearly coincides with $\theta^{-1}\left(G\left(K_{v}\right)\right) \cap Z_{H}(F)$. So, $g \in \theta\left(Z_{H}(F)\right)$, implying that $G\left(K_{v}\right) \subset \theta\left(Z_{H}(F)\right)$; hence $v \in \mathfrak{Z}(F)$.

Proposition 2.4. Let $V$ be a subset of $V^{K} \backslash S$, and let $T=V^{K} \backslash V$. Assume that the congruence kernel $C^{(T \backslash \mathcal{A})}(G)$ is trivial and there exist subgroups $H_{1}$ and $H_{2}$ of $H$ such that
(i) $\theta\left(H_{1}\right)$ and $\theta\left(H_{2}\right)$ are dense subgroups of $G(\mathbb{A}(S \cup V))$ and $G(\mathbb{A}(T))$, respectively;
(ii) $H_{1}$ and $H_{2}$ commute elementwise and together generate a dense subgroup of $H$.

Then $H_{2}$ centralizes $F$, and therefore $V \backslash \mathcal{A}$ is contained in $\mathcal{Z}(F)$.

Proof. We note that $G(\mathbb{A}(S))=G(\mathbb{A}(T)) \times G(\mathbb{A}(S \cup V))$. Replacing the subgroups $H_{1}$ and $H_{2}$ with their closures, we may assume that they are actually closed. Since $\theta$ is a closed map, we then see that

$$
\theta\left(H_{1}\right)=G(\mathbb{A}(S \cup V)) \quad \text { and } \quad \theta\left(H_{2}\right)=G(\mathbb{A}(T)) .
$$

Now, we define the following closed normal subgroup of $H_{1}$ :

$$
H_{1}^{\prime}=H_{1} \cap \theta^{-1}(G(\mathbb{A}(S \cup V \cup \mathcal{A}))) .
$$

It follows from condition (ii) that the normalizer $N_{H}\left(H_{1}^{\prime}\right)$ contains $H_{1}$ and $H_{2}$ and hence coincides with $H$. Thus, we can take the quotient of the extension (F) by $H_{1}^{\prime}$, which yields the following exact sequence:

$$
1 \rightarrow F /\left(F \cap H_{1}^{\prime}\right) \rightarrow H / H_{1}^{\prime} \rightarrow G(\mathbb{A}(T \backslash \mathcal{A})) \rightarrow 1
$$

We now observe that this sequence inherits from (F) a splitting over $G(K)$ whose image is dense in $H / H_{1}^{\prime}$. Since the congruence kernel $C^{(T \backslash \mathcal{A})}(G)$ is trivial by assumption, we conclude from Proposition 2.1 that $F \subset H_{1}^{\prime}$, which implies that $H_{2}$ centralizes $F$. Then for any $v \in V$ we have

$$
G\left(K_{v}\right) \subset \theta\left(H_{2}\right) \subset \theta\left(Z_{H}(F)\right),
$$

proving that $v \in \mathfrak{Z}(F)$ and establishing the inclusion $V \backslash \mathcal{A} \subset \mathfrak{Z}(F)$.
Next, we will show how information about $\mathfrak{Z}(F)$ can be used to conclude that $(F)$ is a central extension.

Proposition 2.5. If there exists a subset $V$ of $\mathfrak{Z}(F)$ such that the congruence kernel $C^{(S \cup V)}(G)$ is trivial, then the extension (F) is central. In particular, (F) is central whenever $\mathfrak{Z}(F)=V^{K} \backslash$ $(S \cup \mathcal{A})$.

We begin with the following elementary lemma.
Lemma 2.6. Let

$$
\begin{equation*}
1 \rightarrow \mathcal{F} \rightarrow \mathcal{H} \xrightarrow{\nu} \mathcal{G} \rightarrow 1 \tag{2.1}
\end{equation*}
$$

be an exact sequence of groups. Given a subgroup $\mathcal{H}^{\prime} \subset \mathcal{H}$ that centralizes $\mathcal{F}$ and an element $a \in \mathcal{H}$ such that $\nu(a)$ centralizes $\nu\left(\mathcal{H}^{\prime}\right)$, the map

$$
\gamma_{a}: x \mapsto[a, x]=a x a^{-1} x^{-1} \quad \text { for } \quad x \in \mathcal{H}^{\prime}
$$

is a group homomorphism $\mathcal{H}^{\prime} \rightarrow \mathcal{F}$.
Proof. For $x \in \mathcal{H}^{\prime}$ we have $\nu([a, x])=[\nu(a), \nu(x)]=1$, implying that $\gamma_{a}(x) \in \mathcal{F}$. Furthermore, for $x, y \in \mathcal{H}^{\prime}$ we have

$$
\gamma_{a}(x y)=[a, x y]=[a, x]\left(x[a, y] x^{-1}\right)=\gamma_{a}(x) \gamma_{a}(y),
$$

as required.
Corollary 2.7. Assume that (2.1) is a central extension. Then for any elementwise commuting subgroups $\mathcal{G}_{1}, \mathcal{G}_{2} \subset \mathcal{G}$, the map

$$
c: \mathcal{G}_{1} \times \mathcal{G}_{2} \rightarrow \mathcal{F}, \quad(x, y) \mapsto[\widetilde{x}, \widetilde{y}] \quad \text { for } \quad \widetilde{x} \in \nu^{-1}(x), \quad \widetilde{y} \in \nu^{-1}(y),
$$

is a well-defined bimultiplicative pairing.
Indeed, since $\mathcal{F}$ is central in $\mathcal{H}$, the commutator $[\widetilde{x}, \widetilde{y}]$ does not depend on the choice of lifts $\widetilde{x}$ and $\widetilde{y}$, making the map $c$ well-defined. It follows from the lemma that $c\left(\mathcal{G}_{1}, \mathcal{G}_{2}\right) \subset \mathcal{F}$ and that for any $x \in \mathcal{G}_{1}$ and $y_{1}, y_{2} \in \mathcal{G}_{2}$ we have

$$
c\left(x, y_{1} y_{2}\right)=\gamma_{\tilde{x}}\left(\widetilde{y}_{1} \widetilde{y}_{2}\right)=\gamma_{\widetilde{x}}\left(\widetilde{y}_{1}\right) \gamma_{\tilde{x}}\left(\widetilde{y}_{2}\right)=c\left(x, y_{1}\right) c\left(x, y_{2}\right),
$$

proving that $c$ is multiplicative in the second variable. The multiplicativity in the first variable is established by a similar computation.

Proof of Proposition 2.5. To prove the first claim, we need to construct subgroups $H_{1}$ and $H_{2}$ of $H$ with the properties similar to those described in Proposition 2.4. Set $H_{1}=\theta^{-1}(G(\mathbb{A}(S \cup V)))$. To define $H_{2}$, we first consider $H^{\prime}=\theta^{-1}(G(\mathbb{A}(T))) \cap Z_{H}(F)$, where $T=V^{K} \backslash V$. Clearly, the groups $G\left(K_{v}\right)$ for $v \in V$ generate a dense subgroup of $G(\mathbb{A}(T))$. This fact has two implications relevant to our argument. First, since $V \subset \mathfrak{Z}(F)$ and $\theta$ is a closed map, the image $\theta\left(H^{\prime}\right)$ is a closed subgroup of $G(\mathbb{A}(T))$ containing $G\left(K_{v}\right)$ for all $v \in V$; hence $\theta\left(H^{\prime}\right)=G(\mathbb{A}(T))$. Second, for any $v \in V$, the group $G$ is $K_{v}$-isotropic, and therefore $G\left(K_{v}\right)$ contains no proper normal subgroup of finite index (as we already mentioned above). It follows that $G(\mathbb{A}(T))$ contains no proper closed normal subgroup of finite index. Now, it follows from Lemma 2.6 that for any $a \in H_{1}$, the map $\gamma_{a}: x \mapsto[a, x]$ is a (continuous) group homomorphism $H^{\prime} \rightarrow F$. We now consider the profinite group

$$
\mathscr{M}=\prod_{a \in H_{1}} F_{a}, \quad \text { where } \quad F_{a}=F \quad \text { for all } \quad a \in H_{1},
$$

define a continuous homomorphism $\lambda: H^{\prime} \rightarrow \mathscr{M}, x \mapsto\left(\gamma_{a}(x)\right)$, and let $H_{2}=\operatorname{Ker} \lambda$. Applying Lemma 2.3, we see that $\theta\left(H_{2}\right)=G(\mathbb{A}(T))$. This easily implies that $H=H_{1} H_{2}$, and on the other hand, by our construction the subgroups $H_{1}$ and $H_{2}$ commute elementwise. In particular, $H_{2}$ is normal in $H$, and hence ( F ) gives rise to the following exact sequence:

$$
1 \rightarrow F /\left(F \cap H_{2}\right) \rightarrow H / H_{2} \rightarrow G(\mathbb{A}(S)) / G(\mathbb{A}(T))=G(\mathbb{A}(S \cup V)) \rightarrow 1
$$

Since $C^{(S \cup V)}(G)$ is trivial by assumption, Proposition 2.1 implies that $F \subset H_{2}$. It follows that $H_{1}$ centralizes $F$, and therefore so does $H=H_{1} H_{2}$ as $H_{2} \subset Z_{H}(F)$ by our construction. (While this can be derived directly from Proposition 2.4, we gave an independent argument in order to avoid cumbersome notations.)

For the second assertion, we observe that for $V=V^{K} \backslash(S \cup \mathcal{A})$, the triviality of $C^{(S \cup V)}(G)$ is equivalent to our standing assumption that (MP) holds for $G(K)$ and $S \cap \mathcal{A}=\varnothing$.

Proposition 2.8. Assume that $\mathcal{A} \cap S=\varnothing$ and there is a partition $V^{K} \backslash(S \cup \mathcal{A})=\bigcup_{i \in I} V_{i}$ such that one can find subgroups $H_{\mathcal{A}}$ and $H_{i}(i \in I)$ of $H$ satisfying the following conditions:
(i) for each $i \in I$ and $V_{i}^{\prime}:=\bigcup_{j \neq i} V_{j}$, the congruence kernel $C^{\left(S \cup V_{i}^{\prime}\right)}(G)$ is trivial;
(ii) $\theta\left(H_{\mathcal{A}}\right)$ is a dense subgroup of $G_{\mathcal{A}}=\prod_{v \in \mathcal{A}} G\left(K_{v}\right)$, and $\theta\left(H_{i}\right)$ is a dense subgroup of $G\left(\mathbb{A}\left(V^{K} \backslash V_{i}\right)\right)$ for all $i \in I$;
(iii) any two of the subgroups $H_{\mathcal{A}}$ and $H_{i}$ for $i \in I$ commute elementwise;
(iv) the subgroups $H_{\mathcal{A}}$ and $H_{i}$ for $i \in I$ generate a dense subgroup of $H$.

Then ( F ) is a central extension.
Proof. Fix $i \in I$, and let $V=\mathcal{A} \cup V_{i}$; then the corresponding $T$ in Proposition 2.4 is $S \cup V_{i}^{\prime}$. Now to apply Proposition 2.4, we let $H_{1}$ denote the subgroup generated by the $H_{j}, j \neq i$, and let $H_{2}$ denote the subgroup generated by $H_{\mathcal{A}}$ and $H_{i}$. From Proposition 2.4, we conclude that $V_{i} \subset \mathfrak{Z}(F)$. Since this is true for all $i \in I$, we see that actually $\mathfrak{Z}(F)=V^{K} \backslash(S \cup \mathcal{A})$. Then (F) is central by Proposition 2.5. (We note that in the case $\mathcal{A}=\varnothing$, the proof in fact does not require Proposition 2.5.)

The following assertion goes back to [48] (see also [22; 25, Proposition 7.1.3; 30]).
Proposition 2.9. If ( F ) is not central then $F$ possesses closed subgroups $F_{2} \subset F_{1}$, both of which are normal in $H$, such that the quotient $F / F_{1}$ is finite and the quotient $F_{1} / F_{2}$ is isomorphic to $\prod_{i \in I} \Phi_{i}$ where $I$ is an infinite set and $\Phi_{i}=\Phi$, the same finite simple group, for all $i \in I$. Consequently, if $F$ is finitely generated then it is central, hence finite.

## 3. A CRITERION FOR CENTRALITY

We begin with one additional notation. Let $v \in V^{K}$, fix a maximal $K_{v}$-torus $T$ of $G$, and let $T^{\mathrm{reg}}$ denote its Zariski-open subvariety of regular elements. It follows from the implicit function theorem that the map

$$
\begin{equation*}
\varphi_{v, T}: G\left(K_{v}\right) \times T^{\mathrm{reg}}\left(K_{v}\right) \rightarrow G\left(K_{v}\right), \quad(g, t) \mapsto g t g^{-1} \tag{3.1}
\end{equation*}
$$

is open; in particular,

$$
\mathscr{U}(v, T):=\varphi_{v, T}\left(G\left(K_{v}\right) \times T^{\mathrm{reg}}\left(K_{v}\right)\right)
$$

is an open subset of $G\left(K_{v}\right)$. It follows from the definition that $\mathscr{U}(v, T)$ is conjugation-invariant and solid; i.e., it intersects every open subgroup of $G\left(K_{v}\right)$ (the latter property is primarily used when $v$ is nonarchimedean). Let $\theta$ be as in the short exact sequence ( F ) of the preceding section.

Theorem 3.1. (i) If the extension ( F ) is central, then there exists a positive integer $n$ such that for any maximal $K$-torus $T$ of $G$ and any $t \in T(K)$, we have the inclusion

$$
\begin{equation*}
\theta\left(Z_{H}(t)\right) \supset T(\mathbb{A}(S))^{n} \tag{3.2}
\end{equation*}
$$

(here we view the group of $S$-adeles $T(\mathbb{A}(S)$ ) as a subgroup of $G(\mathbb{A}(S))=\bar{G}$, and use $t$ to denote also the lift of $t \in T(K)$ in $H$ provided by the splitting of ( F$)$ over $G(K)$ ).
(ii) Conversely, assume that there is an integer $n>1$, a finite subset $V \subset V^{K} \backslash S$, and maximal $K_{v}$-tori $T(v)$ of $G$ for $v \in V$ such that for any element $t \in G(K) \cap U$ with $U=\prod_{v \in V} \mathscr{U}(v, T(v))$ which is regular semi-simple, ${ }^{2}$ the inclusion (3.2) holds with $T=Z_{G}(t)^{\circ}$. Then (F) is a central extension.

Proof of (i). Assume (F) is central. Then the finiteness of the metaplectic kernel $M(S, G)[36$, Theorem 2.7] implies that $F$ is finite (cf. [39, Sects. 3.4-3.6]). Set $n=|F|$. Now, let $T$ be a maximal $K$-torus of $G$, let $t \in T(K)$, and let $\mathscr{T}=\theta^{-1}(T(\mathbb{A}(S)))$. By Lemma 2.6, the map $\gamma_{t}: x \mapsto[t, x]$ yields a group homomorphism $\mathscr{T} \rightarrow F$. It follows that $\gamma_{t}\left(\mathscr{T}^{n}\right)=\{1\}$, i.e. $\mathscr{T}^{n} \subset Z_{H}(t)$. On the other hand, $\theta\left(\mathscr{T}^{n}\right)=T(\mathbb{A}(S))^{n}$, and our assertion follows.

For the proof of part (ii) we need the following proposition in which we use $\bar{X}$ and $\hat{X}$ to denote the closure of a subset $X$ of $G(K)$ in $\bar{G}$ and $\widehat{G}$, respectively.

Proposition 3.2 (cf. [42, Proposition 3.2]). Assume that there exists a positive integer $n$, a finite set of places $V \subset V^{K} \backslash S$, and maximal $K_{v}$-tori $T(v)$ of $G$ for $v \in V$ such that for every regular semi-simple element $t \in G(K) \cap U$, where $U=\prod_{v \in V} \mathscr{U}(v, T(v))$, the inclusion (3.2) holds for $T=Z_{G}(t)^{\circ}$. Then for any normal subgroup $N$ of $\Gamma=G(\mathcal{O}(S))$ of finite index and any $x \in \bar{N} \cap \Gamma$, we have

$$
\begin{equation*}
Z(N, x)(\bar{N} \cap \Gamma) \supset(\Gamma \cap U)^{n}, \tag{3.3}
\end{equation*}
$$

where $Z(N, x):=\{\gamma \in \Gamma \mid[x, \gamma] \in N\}$.
(Note that $Z(N, x)$ is simply the pullback of the centralizer of $x N$ in $\Gamma / N$ under the canonical homomorphism $\Gamma \rightarrow \Gamma / N$.)

Proof. For proving (3.3), we may replace $N$ with a smaller normal subgroup of $\Gamma$ of finite index to assume that $\bar{N}=\prod_{v \notin S} N_{v}$, where $N_{v} \subset G\left(\mathcal{O}_{v}\right)$ is an open normal subgroup for all $v \notin S$ and $N_{v}=G\left(\mathcal{O}_{v}\right)$ for all $v \in V^{K} \backslash\left(S \cup V^{\prime}\right)$ for a suitable finite nonempty subset $V^{\prime} \subset V^{K} \backslash S$.

We need to show that for any $z \in \Gamma \cap U$, we have

$$
\begin{equation*}
z^{n} \in Z(N, x)(\bar{N} \cap \Gamma) \tag{3.4}
\end{equation*}
$$

[^1]If $V \neq \varnothing$, then $z$ is automatically regular semi-simple. If $V=\varnothing$, then $\Gamma \cap U=\Gamma$, and using the Zariski-density of $N$ in $G$ in conjunction with the fact that the set of regular semi-simple elements is Zariski-open in $G$, we see that the coset $z N$ contains a regular semi-simple element $z^{\prime} \in \Gamma \cap U$. Hence, in proving (3.4), we may assume $z$ to be regular semi-simple. Let $T_{0}=Z_{G}(z)^{\circ}$ be the maximal $K$-torus of $G$ containing $z$. For $v \in V^{\prime \prime}:=V \cup V^{\prime}$ consider the open set $W_{v}:=$ $\varphi_{v, T_{0}}\left(N_{v} \times T_{0}^{\mathrm{reg}}\left(K_{v}\right)\right)$ of $G\left(K_{v}\right)$ (see (3.1)), and then set

$$
\mathcal{W}=\prod_{v \in V^{\prime \prime}} W_{v} \quad \text { and } \quad \mathcal{N}=\prod_{v \in V^{\prime \prime}} N_{v}
$$

Since $N_{v}$ is an open subgroup, it meets $T_{0}^{\mathrm{reg}}\left(K_{v}\right)$ for every $v \in V^{\prime \prime}$, which implies that $\mathcal{W} \cap \mathcal{N}$ is a nonempty open subset of $\mathcal{N}$, and hence $\mathcal{N} \subset \mathcal{W} N$. Since $x \in \bar{N} \cap \Gamma$, there exists $y \in N$ such that

$$
\begin{equation*}
x y=g b g^{-1} \tag{3.5}
\end{equation*}
$$

for some $g=\left(g_{v}\right)$ and $b=\left(b_{v}\right)$, with $g_{v} \in N_{v}$ and $b_{v} \in T_{0}^{\mathrm{reg}}\left(K_{v}\right)$ for $v \in V^{\prime \prime}$. As $V^{\prime \prime} \neq \varnothing$, the element $t:=x y$ is automatically regular semi-simple. Let $T=Z_{G}(t)^{\circ}$ be the maximal $K$-torus of $G$ containing $t$.

For $v \notin S$, define

$$
a_{v}= \begin{cases}g_{v} z^{n} g_{v}^{-1} & \text { if } v \in V^{\prime \prime} \\ 1 & \text { if } v \notin S \cup V^{\prime \prime} .\end{cases}
$$

It follows from (3.5) that the $S$-adele $a=\left(a_{v}\right)$ belongs to $T(\mathbb{A}(S))^{n}$. So, by (3.2) there exists $s \in Z_{H}(t)$ such that $\theta(s)=a$. In fact, $a \in \bar{\Gamma}$, so $s \in \widehat{\Gamma}$, and therefore $\Gamma \cap s \widehat{N}$ is nonempty. Pick $c \in \Gamma \cap s \widehat{N}$. Then

$$
[x, c] \in[t, c] \widehat{N}=[t, s] \widehat{N}=\widehat{N}
$$

implying that $c \in Z(N, x)$ (note that, being of finite index in $\Gamma$, the normal subgroup $N$ is open (and hence closed) in the profinite topology on the former, so $\Gamma \cap \widehat{N}=N$ ). On the other hand,

$$
c \in \theta(s) \bar{N}=a \bar{N}=z^{n} \bar{N}
$$

as $a z^{-n} \in \bar{N}$ because $a_{v} z^{-n}=\left[g_{v}, z^{n}\right] \in N_{v}$ since $g_{v} \in N_{v}$ for $v \in V^{\prime \prime}$, and $a_{v} z^{-n}=z^{-n} \in G\left(\mathcal{O}_{v}\right)=N_{v}$ for $v \in V^{K} \backslash\left(S \cup V^{\prime \prime}\right)$.

Proof of Theorem 3.1(ii). First, we will derive from Proposition 3.2 that for any $x \in F$ we have the inclusion

$$
\begin{equation*}
\theta\left(Z_{H}(x)\right) \supset(\overline{\Gamma \cap U})^{n} . \tag{3.6}
\end{equation*}
$$

Consider the profinite group $\Delta=\theta^{-1}(\bar{\Gamma})$, which is a quotient of $\widehat{\Gamma}$, and take any $\gamma \in \Gamma \cap U$. We identify $\Gamma$ with a dense subgroup of $\Delta$ using the splitting of $\theta$ over $G(K)$. Let $\mathscr{R}$ be the family of all open normal subgroups of $\Delta$. For $R \in \mathscr{R}$, set

$$
N_{R}:=\Gamma \cap R \quad \text { and } \quad \widetilde{R}:=\theta^{-1}\left(\overline{N_{R}}\right)
$$

and pick $x_{R} \in \Gamma \cap(x R)$. Applying Proposition 3.2 to $N_{R}$ and $x_{R}$, we find that

$$
\begin{equation*}
\gamma^{n} \widetilde{R} \cap \widetilde{Z}(R, x) \neq \varnothing \quad \text { for any } \quad R \in \mathscr{R} \tag{3.7}
\end{equation*}
$$

where $\widetilde{Z}(R, x):=\{\delta \in \Delta \mid[x, \delta] \in R\}=\left\{\delta \in \Delta \mid\left[x_{R}, \delta\right] \in R\right\}$. Using the compactness of $F$, one easily derives from this that

$$
\begin{equation*}
\gamma^{n} F \cap Z_{\Delta}(x) \neq \varnothing \tag{3.8}
\end{equation*}
$$

Indeed, one observes that

$$
\bigcap_{R \in \mathscr{R}} \widetilde{R}=F, \quad \bigcap_{R \in \mathscr{R}} \widetilde{Z}(R, x)=Z_{\Delta}(x),
$$

and for any $R_{1}, \ldots, R_{d} \in \mathscr{R}$, we have

$$
\widetilde{Z}\left(R_{1}, x\right) \cap \ldots \cap \widetilde{Z}\left(R_{d}, x\right)=\widetilde{Z}\left(R_{1} \cap \ldots \cap R_{d}, x\right)
$$

So, if (3.8) does not hold, there exists $R^{\prime} \in \mathscr{R}$ such $\gamma^{n} F \cap Z\left(R^{\prime}, x\right)=\varnothing$. Next, using the compactness of $Z\left(R^{\prime}, x\right)$, we see that there exists $R^{\prime \prime} \in \mathscr{R}$ such that $\gamma^{n} R^{\prime \prime} \cap Z\left(R^{\prime}, x\right)=\varnothing$. Then for $R=R^{\prime} \cap R^{\prime \prime}$, (3.7) fails to hold, a contradiction.

We have proved that $(\Gamma \cap U)^{n} \subset \theta\left(Z_{\Delta}(x)\right)$. Since $\theta\left(Z_{\Delta}(x)\right)$ is closed, passing to the closure, we obtain (3.6). Furthermore, we have $\overline{\Gamma \cap U}=\prod_{v \notin S} \overline{\Omega_{v}}$, where $\Omega_{v}=G\left(\mathcal{O}_{v}\right) \cap \mathscr{U}(v, T(v))$ for $v \in V$ and $\Omega_{v}=G\left(\mathcal{O}_{v}\right)$ for $v \in V^{K} \backslash(S \cup V)$. For all $v, \Omega_{v}$ is a nonempty open subset of $G\left(K_{v}\right)$; hence it is Zariski-dense. It follows that $\left(\Omega_{v}\right)^{n}$ is always infinite. Now, we conclude from (3.6) and Proposition 2.2 that $\mathfrak{Z}(F)$ equals $V^{K} \backslash(S \cup \mathcal{A})$. Then the extension (F) is central by Proposition 2.5.

## 4. FIRST APPLICATIONS AND PROOF OF THEOREM A

To verify the inclusion (3.2) in Theorem 3.1, we observe that for $t \in T(K)$, the centralizer $Z_{H}(t)$ contains $T(K)$ and hence the closure $\widehat{T(K)}$, and therefore $\theta\left(Z_{H}(t)\right)$ contains $\theta(\widehat{T(K)})=\overline{T(K)}$. So, we could immediately derive the centrality of ( F ) using Theorem 3.1 if we knew that there exists an integer $n>0$ such that for any maximal $K$-torus $T$ of $G$ (or at least for any maximal $K$-torus with specified local behavior at finitely many places), the quotient $T(\mathbb{A}(S)) / \overline{T(K)}$ has exponent dividing $n$ ("almost strong approximation property" up to exponent $n$ ). Unfortunately, when $S$ is finite, the latter quotient may have infinite exponent (cf. [37, Proposition 4]), which forces us to use some additional considerations (cf. Proposition 4.5 and Examples 4.6 and 4.7 below). In the next section, we will establish the almost strong approximation property in the case where $S$ contains all but finitely many elements of a generalized arithmetic progression (see Theorem 5.3), which will lead to Theorem B of the Introduction. In this section we will consider separately a basic case where $V:=V^{K} \backslash S$ is finite (i.e., $S$ is cofinite) as this case has some interesting consequences (like Theorem A of the Introduction). Since in this case the corresponding ring of $S$-integers $\mathcal{O}(S)$ is the intersection of finitely many discrete valuation subrings of $K$ corresponding to the places in $V$, and hence is semi-local, we will refer to this case as semi-local.

We begin with the following proposition which was already implicitly established in [36, §9].
Proposition 4.1 (almost weak approximation). For every $d \geq 1$, there exists an integer $n=$ $n(d) \geq 1$ such that given a $K$-torus $T$ of dimension $\leq d$, for any finite set of places $V \subset V^{K}$, the quotient $T_{V} / \overline{T(K)}$, where $T_{V}=\prod_{v \in V} T\left(K_{v}\right)$ and $\overline{T(K)}$ denotes the closure of $T(K)$ in $T_{V}$, has exponent dividing $n$.

Proof. Pick a positive integer $n=n(d)$ which is divisible by the order of any finite subgroup of the group $\mathrm{GL}_{d}(\mathbb{Z})$ (it follows from Minkowski's lemma that one can take $n$ to be the index in $\mathrm{GL}_{d}(\mathbb{Z})$ of the principal congruence subgroup modulo 3 ). Let $T$ be an arbitrary $K$-torus of dimension $\leq d$. We let $E:=K_{T}$ denote the minimal splitting field of $T$ over $K$, and set $\mathcal{G}=\operatorname{Gal}(E / K)$. The natural action of $\mathcal{G}$ on the character group $X(T)$ defines its faithful representation in $\mathrm{GL}_{m}(\mathbb{Z})$, so the order $|\mathcal{G}|$ divides $n(d)$. Then, for the dual module of co-characters $X_{*}(T)$, there is a surjective homomorphism $\phi: \mathbb{Z}[\mathcal{G}]^{\ell} \rightarrow X_{*}(T)$. Let $M=\operatorname{Ker} \phi$. Let $T^{\prime}$ and $T^{\prime \prime}$ be the $K$-tori that split over $E$ and have $\mathbb{Z}[\mathcal{G}]^{\ell}$ and $M$ as their co-character modules; clearly, $T^{\prime}=\mathrm{R}_{E / K}\left(\mathrm{GL}_{1}\right)^{\ell}$; hence it is quasi-split. We have the following exact sequence of $K$-tori:

$$
1 \rightarrow T^{\prime \prime} \rightarrow T^{\prime} \xrightarrow{\eta} T \rightarrow 1
$$

This sequence gives rise to the following commutative diagram with exact bottom row:


Being quasi-split, hence rational over $K$, the torus $T^{\prime}$ has the weak approximation property with respect to any finite set of places (cf. [31, Proposition 7.3]), i.e. $\overline{T^{\prime}(K)}=T_{V}^{\prime}$. It follows that $\overline{T(K)}$ contains $\eta_{V}\left(T_{V}^{\prime}\right)$. On the other hand, the quotient $T_{V} / \eta_{V}\left(T_{V}^{\prime}\right)$ embeds into $\prod_{v \in V} H^{1}\left(K_{v}, T^{\prime \prime}\right)$. But for $v \in V$, as a consequence of Hilbert's Theorem 90 for tori we have $H^{1}\left(K_{v}, T^{\prime \prime}\right)=H^{1}\left(\mathcal{G}_{w}, T^{\prime \prime}\left(E_{w}\right)\right)$ where $\mathcal{G}_{w}$ is the decomposition $\operatorname{group} \operatorname{Gal}\left(E_{w} / K_{v}\right)$ for some extension $w \mid v$. By our construction, the order $\left|\mathcal{G}_{w}\right|$ divides $n$. Therefore, the quotient $T_{V} / \eta_{V}\left(T_{V}^{\prime}\right)$ has exponent dividing $n$, and our claim follows. (We note that the proof enables us to somewhat optimize our choice of $n$ : all we need is that $n$ be divisible by the order of any finite solvable subgroup of $\mathrm{GL}_{d}(\mathbb{Z})$.)

Corollary 4.2. Let $G$ be a reductive $K$-group. There exists $n \geq 1$ such that for any maximal $K$-torus $T$ of $G$ and any finite set of places $V \subset V^{K}$, the quotient $T_{V} / \overline{T(K)}$ has exponent dividing $n$.

Now, let $G$ be an absolutely almost simple simply connected algebraic group over a global field $K$, and let $V$ be a finite set of nonarchimedean places of $K$ containing the set $\mathcal{A}$ of anisotropic places. Set $S=V^{K} \backslash V$. Then for any maximal $K$-torus $T$ of $G$ the group $T(\mathbb{A}(S))$ can be identified with the group $T_{V}$ in the above notation. Thus, Corollary 4.2 asserts the existence of $n \geq 1$ (independent of $T$ ) such that the closure $\overline{T(K)}$ of $T(K)$ in $T(\mathbb{A}(S))$ contains $T(\mathbb{A}(S))^{n}$ for any maximal $K$-torus $T$ of $G$. Let us use this fact to analyze the congruence sequence (C) appearing in Section 2. As we observed at the beginning of this section, for a maximal $K$-torus $T$ of $G$ and any $t \in T(K)$, the image $\pi\left(Z_{\widehat{G}}(t)\right)$ of the corresponding centralizer contains $\overline{T(K)}$ and hence $T(\mathbb{A}(S))^{n}$. This enables us to use Theorem 3.1 to conclude that the congruence kernel $C^{(S)}(G)$ is central. Furthermore, it follows from our computations of the metaplectic kernel [36] that in the situation at hand $M(S, G)$ is trivial, so being central, $C^{(S)}(G)$ is actually trivial (provided that (MP) holds for $G(K)$, which we assume). Thus, we obtain the following:

Theorem 4.3. Let $G$ be an absolutely almost simple simply connected algebraic group over a global field $K$, and assume that (MP) holds for $G(K)$. Then for any finite set $V$ of nonarchimedean places of $K$ that contains the set $\mathcal{A}$ of anisotropic places and for $S=V^{K} \backslash V$, the congruence kernel $C^{(S)}(G)$ is central and hence trivial.

Remark 4.4. Sury [62] showed that for absolutely almost simple simply connected anisotropic groups of type $\mathrm{A}_{1}$ as well as for simply connected groups of classical types associated with bilinear and certain hermitian/skew-hermitian forms, the methods used to prove (MP) (see [31, Ch. 9]) can be adapted to prove Theorem 4.3. This does not appear to be the case for the anisotropic inner forms of type $\mathrm{A}_{n}$ with $n>1$, i.e. for the groups of the form $G=\mathrm{SL}_{1, D}$, where $D$ is a central division algebra over $K$ of degree $d>2$. Indeed, in this case the proof of (MP) is derived from the following result which is valid over any field: Let $D$ be a finite-dimensional division algebra over a field $K$. Then $D^{\times}$cannot have a nonabelian finite simple group as a quotient (see [57] and also [54]). In fact, every finite quotient of $D^{\times}$is solvable [55]. (See also [51] for another proof of (MP) along these lines.) All these results rely on the following fact: For a finite index subgroup $N$ of $D^{\times}$, we have $D=N-N[4,69]$. However, there is no analog of this fact for finite-index subgroups of $\mathcal{D}^{\times}$, where $\mathcal{D}$ is an order in $D$ over a semi-local subring $\mathcal{O}$ of $K$ that has finite homomorphic images (see [4] regarding the case where $\mathcal{D}$ has no such images).

Combining Theorem 4.3 with Proposition 2.8, we obtain the following.

Proposition 4.5. Assume that $\mathcal{A} \cap S=\varnothing$ and there is a partition $V^{K} \backslash(S \cup \mathcal{A})=\bigcup_{i \in I} V_{i}$, with all $V_{i}$ 's finite, such that one can find subgroups $H_{\mathcal{A}}$ and $H_{i}(i \in I)$ of $H$ satisfying the following conditions:
(i) $\theta\left(H_{\mathcal{A}}\right)$ is a dense subgroup of $G_{\mathcal{A}}=\prod_{v \in \mathcal{A}} G\left(K_{v}\right)$, and $\theta\left(H_{i}\right)$ is a dense subgroup of $G\left(\mathbb{A}\left(V^{K} \backslash V_{i}\right)\right)$ for all $i \in I$;
(ii) any two of the subgroups $H_{\mathcal{A}}$ and $H_{i}$ for $i \in I$ commute elementwise;
(iii) the subgroups $H_{\mathcal{A}}$ and $H_{i}$ for $i \in I$ generate a dense subgroup of $H$.

Then (F) is a central extension.
Proof of Theorem A. We apply Proposition 4.5 to $H=\widehat{G}^{(S)}$ and $F=C^{(S)}(G)$ by considering the partition of $V^{K} \backslash(S \cup \mathcal{A})$ into one-element subsets (singletons). We let $H_{\mathcal{A}}$ be the subgroup generated by $\mathscr{G}_{v}$ (notations as in the statement of Theorem A) for $v \in \mathcal{A}$, and set $H_{v}=\mathscr{G}_{v}$ for $v \in V^{K} \backslash(S \cup \mathcal{A})$. Then the assumptions of Theorem A immediately show that the conditions of Proposition 4.5 are satisfied and the centrality of $C^{(S)}(G)$ follows.

We will now show how Theorem A can be used to establish the centrality of $C^{(S)}(G)$ in some known cases.

Example 4.6. Let $G=\mathrm{SL}_{n}$ with $n \geq 3$ and $S \subset V^{K}$ be an arbitrary subset containing $V_{\infty}^{K}$. The first proof of centrality in this case was given by Bass, Milnor, and Serre in [3]. In order to apply Theorem A and give an alternative argument, for $1 \leq i, j \leq n, i \neq j$, we consider the corresponding 1-dimensional unipotent subgroup $U_{i j}$ of $G$ together with its canonical parametrization $e_{i j}: \mathbb{G}_{a} \rightarrow U_{i j}$. The following commutation relation for elementary matrices is well-known:

$$
\left[e_{i j}(s), e_{l m}(t)\right]= \begin{cases}1, & i \neq m, j \neq l,  \tag{4.1}\\ e_{i m}(s t), & j=l, i \neq m \\ e_{l j}(-s t), & j \neq l, i=m\end{cases}
$$

It is easy to see that the topologies $\tau_{\mathrm{a}}$ and $\tau_{\mathrm{c}}$ of $G(K)$ induce the same topology on each $U_{i j}(K)$ (cf. [3, Theorem 7.5(e)]). So, if $\widehat{U}_{i j}$ and $\bar{U}_{i j}$ denote the closures of $U_{i j}(K)$ in $\widehat{G}$ and $\bar{G}$, respectively, then $\widehat{G} \xrightarrow{\pi} \bar{G}$ restricts to an isomorphism $\widehat{U}_{i j} \xrightarrow{\pi_{i j}} \bar{U}_{i j}$. By the strong approximation property for the additive group $\mathbb{G}_{a}$, the isomorphism $\left(e_{i j}\right)_{K}: K^{+} \rightarrow U_{i j}(K)$ extends to an isomorphism $\bar{e}_{i j}: \mathbb{A}(S) \rightarrow \bar{U}_{i j}$. Then $\widehat{e}_{i j}:=\pi_{i j}^{-1} \circ \bar{e}_{i j}$ is an isomorphism $\mathbb{A}(S) \rightarrow \widehat{U}_{i j}$. We will let $\mathscr{G}_{v}$ for $v \notin S$ denote the subgroup of $\widehat{G}$ generated by $\widehat{e}_{i j}(t)$ for all $t \in K_{v} \subset \mathbb{A}_{S}$ and all $i \neq j$. Clearly, the $\mathscr{G}_{v}$ 's satisfy condition (i) of Theorem A. Since $K_{v}$ for $v \in V^{K} \backslash S$ additively generate a dense subgroup of $\mathbb{A}(S)$, the closed subgroup of $\widehat{G}$ generated by the $\mathscr{G}_{v}, v \notin S$, contains $\widehat{e}_{i j}(\mathbb{A}(S))$ for all $i \neq j$. In particular, it contains $\widehat{e}_{i j}(K)$ for all $i \neq j$, hence $G(K)$, and therefore coincides with $\widehat{G}$, verifying condition (iii). Finally, to check (ii), we observe that the density of $K$ in $\mathbb{A}(S)$ implies that (4.1) entails a similar expression for $\left[\widehat{e}_{i j}(s), \widehat{e}_{l m}(t)\right]$ for any $s, t \in \mathbb{A}(S)$. Now, for $s \in K_{v_{1}}$ and $t \in K_{v_{2}}$, where $v_{1} \neq v_{2}$, we have st $=0$ in $\mathbb{A}(S)$, which implies that $\widehat{e}_{i j}(s)$ and $\widehat{e}_{l m}(t)$ commute except possibly when $l=j$ and $m=i$. In the latter case, as $n \geq 3$, we can pick $l \neq i, j$ and then write $\widehat{e}_{j i}(t)=\left[\widehat{e}_{j l}(t), \widehat{e}_{l i}\left(1_{K_{v_{2}}}\right)\right]$. Since $\widehat{e}_{i j}(s)$ is already known to commute with $\widehat{e}_{j l}(t)$ and $\widehat{e}_{l i}\left(1_{K_{v_{2}}}\right)$, it commutes with $\widehat{e}_{j i}(t)$ as well. This shows that $\mathscr{G}_{v_{1}}$ and $\mathscr{G}_{v_{2}}$ commute elementwise, which verifies condition (ii) of Theorem A. Then the latter yields the centrality of $C^{(S)}(G)$.
(We note that the idea of using commuting lifts of "local" groups is useful in the analysis of the congruence subgroup problem not only in the context of algebraic groups over the rings of $S$-integers in global fields; it was used in [53] together with the result of M. Stein [61] on the centrality of $K_{2}$ over semi-local rings to prove the centrality of the congruence kernel for elementary subgroups of Chevalley groups of rank $>1$ over arbitrary Noetherian rings. It is worth noting that the argument in [53] which is based on almost weak approximation in maximal tori and the action of the group
of rational points on the congruence kernel enables one to bypass the rather technical computations of Stein, but the exact trade-off between these two approaches is not apparent.)

Example 4.7. Let $G=\mathrm{SL}_{2}$, and let $S \subset V^{K}$ be a subset that contains $V_{\infty}^{K}$ and is of size $|S|>1$; by Dirichlet's unit theorem (see [2, Ch. II, Theorem 18.1]), the latter is equivalent to the existence of a unit $\varepsilon \in \mathcal{O}(S)^{\times}$of infinite order. The centrality of $C^{(S)}(G)$ in this case was first established by Serre [58]. We will now show that this can also be derived from Theorem A. (We note that the argument below, unlike Serre's original proof, does not use Chebotarev's density theorem.) We let $U^{+}, U^{-}$, and $T$ denote the subgroups of upper and lower unitriangular matrices and of diagonal matrices, respectively, and fix the following standard parametrizations of these groups:

$$
u^{+}(a)=\left(\begin{array}{cc}
1 & a \\
0 & 1
\end{array}\right), \quad u^{-}(b)=\left(\begin{array}{cc}
1 & 0 \\
b & 1
\end{array}\right), \quad h(t)=\left(\begin{array}{cc}
t & 0 \\
0 & t^{-1}
\end{array}\right)
$$

$\left(a, b \in \mathbb{G}_{a}, t \in \mathrm{GL}_{1}\right)$. For $a, b \in K$ such that $a b \neq 1$, one easily verifies the following commutator identity:

$$
\begin{equation*}
\left[u^{+}(a), u^{-}(b)\right]=u^{+}\left(-\frac{a^{2} b}{1-a b}\right) h\left(\frac{1}{1-a b}\right) u^{-}\left(\frac{a b^{2}}{1-a b}\right) . \tag{4.2}
\end{equation*}
$$

We let $\widehat{U}^{ \pm}$and $\bar{U}^{ \pm}$denote the closures of $U^{ \pm}(K)$ in $\widehat{G}$ and $\bar{G}$, respectively. Again, it is easy to check that the topologies $\tau_{\mathrm{a}}$ and $\tau_{\mathrm{c}}$ of $G(K)$ induce the same topology on $U^{+}(K)$ and $U^{-}(K)$ (cf. [58, $\mathrm{n}^{\circ}$ 1.4, Proposition 1]), so $\widehat{G} \xrightarrow{\pi} \bar{G}$ restricts to isomorphisms $\widehat{U}^{ \pm} \xrightarrow{\pi^{ \pm}} \bar{U}^{ \pm}$. Furthermore, $\left(u^{ \pm}\right)_{K}$ extend to isomorphisms $\bar{u}^{ \pm}: \mathbb{A}(S) \rightarrow \bar{U}^{ \pm}$. So, the maps $\widehat{u}^{ \pm}:=\left(\pi^{ \pm}\right)^{-1} \circ \bar{u}^{ \pm}$give isomorphisms $\mathbb{A}(S) \rightarrow \widehat{U}^{ \pm}$. For $v \in V^{K} \backslash S$, we let $\mathscr{G}_{v}$ denote the subgroup of $\widehat{G}$ generated by $\widehat{u}^{+}\left(K_{v}\right)$ and $\widehat{u}^{-}\left(K_{v}\right)$. As in Example 4.6, one checks that the subgroups $\mathscr{G}_{v}$ clearly satisfy conditions (i) and (iii) of Theorem A, so we only need to verify condition (ii). In other words, we need to show that for $v_{1} \neq v_{2}$, the subgroups $\widehat{u}^{+}\left(K_{v_{1}}\right)$ and $\widehat{u}^{-}\left(K_{v_{2}}\right)$ commute elementwise.

First, we construct nonzero $a_{0} \in K_{v_{1}}$ and $b_{0} \in K_{v_{2}}$ such that $\widehat{u}^{+}\left(a_{0}\right)$ and $\widehat{u}^{-}\left(b_{0}\right)$ commute in $\widehat{G}$. Let us enumerate the valuations in $V^{K} \backslash\left(S \cup\left\{v_{1}, v_{2}\right\}\right)$ as $v_{3}, v_{4}, \ldots$. If $d$ is the class number of $\mathcal{O}(S)$, then for each $i=1,2,3, \ldots$, we can pick an element $p_{i} \in \mathcal{O}(S)$ such that $v_{i}\left(p_{i}\right)=d$ and $v_{j}\left(p_{i}\right)=0$ for $j \neq i$. Fix a unit $\varepsilon \in \mathcal{O}(S)^{\times}$of infinite order. Then for any $m \geq 2$ we can find an integer $n(m)$ divisible by $m$ ! so that

$$
\varepsilon^{n(m)} \equiv 1\left(\bmod \left(p_{1} \ldots p_{m}\right)^{2 m}\right)
$$

We can then write $1-\varepsilon^{n(m)}=a_{m} b_{m}$ with $a_{m}, b_{m} \in \mathcal{O}(S)$ satisfying

$$
\begin{equation*}
a_{m} \equiv 0\left(\bmod \left(p_{2} \ldots p_{m}\right)^{m}\right), \quad v_{1}\left(a_{m}\right)<d \tag{a}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{m} \equiv 0\left(\bmod \left(p_{1} p_{3} \ldots p_{m}\right)^{m}\right), \quad v_{2}\left(b_{m}\right)<d \tag{b}
\end{equation*}
$$

Since $a_{m}, b_{m} \in \mathcal{O}(S)$, there exists a subsequence $\left\{m_{j}\right\}$ such that $a_{m_{j}} \rightarrow a_{0}$ and $b_{m_{j}} \rightarrow b_{0}$ in $\mathbb{A}(S)$. In fact, it follows from (a) and (b) that $a_{0} \in K_{v_{1}}^{\times}$and $b_{0} \in K_{v_{2}}^{\times}$. To show that $\widehat{u}^{+}\left(a_{0}\right)$ and $\widehat{u}^{-}\left(b_{0}\right)$ commute, we observe that

$$
\left[\widehat{u}^{+}\left(a_{0}\right), \widehat{u}^{-}\left(b_{0}\right)\right]=\lim _{j \rightarrow \infty}\left[u^{+}\left(a_{m_{j}}\right), u^{-}\left(b_{m_{j}}\right)\right] \quad \text { in } \widehat{G} .
$$

On the other hand, using (4.2), we obtain

$$
\left[u^{+}\left(a_{m}\right), u^{-}\left(b_{m}\right)\right]=u^{+}\left(-a_{m}^{2} b_{m} \varepsilon^{-n(m)}\right) h\left(\varepsilon^{-n(m)}\right) u^{-}\left(a_{m} b_{m}^{2} \varepsilon^{-n(m)}\right) \rightarrow 1 \quad \text { in } \widehat{G},
$$

because $a_{m}^{2} b_{m}, a_{m} b_{m}^{2} \rightarrow 0$ in $\mathbb{A}(S)$ and $h\left(\varepsilon^{n(m)}\right) \rightarrow 1$ in $\widehat{G}$ as $n(m)$ is divisible by $m$ ! and hence $h\left(\varepsilon^{n(m)}\right)$ belongs to any given finite index normal subgroup $N$ of $G(\mathcal{O}(S))$ for all sufficiently large $m$.

Thus, $\left[\widehat{u}^{+}\left(a_{0}\right), \widehat{u}^{-}\left(b_{0}\right)\right]=1$. Now, for $t \in K^{\times}$, the automorphism $\sigma_{t}$ of $G$ given by conjugation by $\operatorname{diag}(t, 1)$ extends to an automorphism $\widehat{\sigma}_{t}$ of $\widehat{G}$. Then

$$
1=\sigma_{t}\left(\left[\widehat{u}^{+}\left(a_{0}\right), \widehat{u}^{-}\left(b_{0}\right)\right]\right)=\left[\widehat{u}^{+}\left(t a_{0}\right), \widehat{u}^{-}\left(t^{-1} b_{0}\right)\right]
$$

for any $t \in K^{\times}$. Since $K^{\times}$is dense in $K_{v_{1}}^{\times} \times K_{v_{2}}^{\times}$by weak approximation, we find that $\left[\widehat{u}^{+}(a), \widehat{u}^{-}(b)\right]=1$ for all $a \in K_{v_{1}}, b \in K_{v_{2}}$, as required.

Remark 4.8. The argument given in Example 4.6 can be generalized to prove the centrality of $C^{(S)}(G)$ for any absolutely almost simple simply connected algebraic $K$-group $G$ with $\mathrm{rk}_{K} G \geq 2$. The first proof of this fact was given by M.S. Raghunathan in [40]; a shorter argument was given in [43]. The case where $\mathrm{rk}_{K} G=1$ and $\mathrm{rk}_{S} G \geq 2$ (which generalizes Example 4.7) is more complicated; it was treated by Raghunathan in [41] by a different method. One can give an alternative (shorter) argument (at least when char $K \neq 2$ ) based on Proposition 4.5; details will be published elsewhere. Theorem A can also be used to simplify the proof of Serre's conjecture for some anisotropic exceptional groups [47].

## 5. STRONG APPROXIMATION PROPERTY IN TORI WITH RESPECT TO ARITHMETIC PROGRESSIONS AND THE PROOF OF THEOREM B

Strong approximation property in tori with respect to (generalized) arithmetic progressions was analyzed in [37], and we begin by reviewing some of the results obtained therein (we refer the reader to [12] and references therein for the analysis of strong approximation from a different perspective). Let $\mathscr{P}(F / K, \mathscr{C})$ be a generalized arithmetic progression, where $F / K$ is a finite Galois extension with Galois group $\mathcal{G}$ and $\mathscr{C}$ is a conjugacy class in $\mathcal{G}$ (for definition see Section 1). For a finite extension $E / K$, we let $\mathbb{I}_{E}$ denote the group of ideles of $E$. Furthermore, given a subset $S$ of $V^{K}$, we let $\bar{S}$ denote the set of all extensions of places from $S$ to $E$, and then let $\mathbb{I}_{E}(\bar{S})$ denote the group of $\bar{S}$-ideles and let $\overline{E^{\times}(\bar{S})}$ be the closure of (the diagonally embedded) $E^{\times}$in $\mathbb{I}_{E}(\bar{S})$.

Proposition 5.1 (cf. [37, Proposition 3]). Let $\mathscr{P}(F / K, \mathscr{C})$ be a generalized arithmetic progression, $\mathscr{P}_{0} \subset \mathscr{P}(F / K, \mathscr{C})$ be a finite (possibly, empty) subset, and let

$$
S=\left(\mathscr{P}(F / K, \mathscr{C}) \backslash \mathscr{P}_{0}\right) \cup V_{\infty}^{K}
$$

Furthermore, let $E / K$ be a finite separable extension. If $\mathscr{C}$ contains an automorphism that acts trivially on $E \cap F$ (in particular, if $\mathscr{C}=\{e\}$ or $E \cap F=K$ ), then the index

$$
\left[\mathbb{I}_{E}(\bar{S}): \overline{E^{\times}(\bar{S})}\right] \quad \text { is finite and divides } \quad[F: K]
$$

Proof. By the reduction theory for ideles (cf. [2, Ch. II, §16]), the quotient $\mathbb{I}_{E}^{1} / E^{\times}$, where $\mathbb{I}_{E}^{1}$ is the group of ideles with content 1 , is compact. On the other hand, for any $w \in V^{E}$, the product $E_{w}^{\times} \mathbb{I}_{E}^{1}$ is a closed subgroup and the quotient $\mathbb{I}_{E} / E_{w}^{\times} \mathbb{I}_{E}^{1}$ is compact (in fact, this quotient is trivial if $w$ is archimedean and is finite in the function field case). It follows that for any nonempty $T \subset V^{E}$, the quotient $\mathbb{I}_{E}(T) / \overline{E^{\times}}(T)$ is compact. Since $S$ contains $V_{\infty}^{K}$, we conclude that, in our notation, the quotient $\mathbb{I}_{E}(\bar{S}) / \overline{E^{\times}(\bar{S})}$ is a profinite group; hence

$$
\overline{E^{\times}(\bar{S})}=\bigcap B
$$

where $B$ runs through all open subgroups of $\mathbb{I}_{E}(\bar{S})$ that contain $E^{\times}$(note that these automatically have finite index). Thus, it suffices to show that for any such $B$, the index $\left[\mathbb{I}_{E}(\bar{S}): B\right]$ divides $[F: E \cap F]=[E F: E]$. Let $M$ be the preimage of $B$ under the natural projection $\mathbb{I}_{E} \rightarrow \mathbb{I}_{E}(\bar{S})$. By class field theory, for the norm subgroup $N=N_{E F / E}\left(\mathbb{I}_{E F}\right) E^{\times}$, the index $\left[\mathbb{I}_{E}: N\right]$ equals the degree
of the maximal abelian subextension of $E F / E$ and hence divides $[E F: E]$. So, it is enough to show that $M$ contains $N$, or equivalently, the abelian extension $P$ of $E$ with the norm subgroup $M$ is contained in $E F$. We note that by our construction for every $w \in \bar{S}$, the multiplicative group $E_{w}^{\times}$ is contained in $M$, and hence the extension $P / E$ splits at $w$ (cf. [2, Exercise 3]).

Let $R$ be the minimal Galois extension of $K$ that contains $E, F$, and $P$. Let $\sigma \in \mathscr{C}$ be an automorphism that acts trivially on $E \cap F$; then there exists $\widetilde{\sigma} \in \operatorname{Gal}(E F / E)$ whose restriction to $F$ is $\sigma$. We will now show that actually $P \subset(E F)^{\tilde{\sigma}}$. Assume the contrary. Then there exists $\tau \in \operatorname{Gal}(R / K)$ such that $\tau \mid E F=\widetilde{\sigma}$ and $\tau \mid P \neq \operatorname{id}_{P}$. (Indeed, let $\tau_{0} \in \operatorname{Gal}(R / K)$ be some lift of $\widetilde{\sigma}$. If $P \subset E F$ then we can simply take $\tau=\tau_{0}$. So, suppose $P \not \subset E F$. If every lift $\tau \in \operatorname{Gal}(R / K)$ of $\widetilde{\sigma}$ acted trivially on $P$, we would have the inclusion $\tau_{0} \operatorname{Gal}(R / E F) \subset \operatorname{Gal}(R / P)$. Then $\operatorname{Gal}(R / E F) \subset \operatorname{Gal}(R / P)$; hence $P \subset E F$, a contradiction. This proves the existence of a required lift $\tau$ in all cases.) By Chebotarev's density theorem (cf. [2, Ch. VII, Sect. 2.4]), there exists a nonarchimedean $v \in V^{K} \backslash \mathscr{P}_{0}$ such that $R$ is unramified at $v$ and for a suitable extension $u$ we have $\operatorname{Fr}_{R / K}(u \mid v)=\tau$. Clearly, $v \in \mathscr{P}(F / K, \mathscr{C}) \backslash \mathscr{P}_{0}$, so the restriction $w$ of $u$ to $E$ lies in $\bar{S}$. On the other hand, since $\tau$ restricts to $P$ nontrivially, we see that $P$ does not split at $w$, a contradiction.

Remark 5.2. The above argument is a modification of the argument given in [37] in the case of arithmetic progressions defined by an abelian extension $F / K$. We note that our argument here shows the index $\left[\mathbb{I}_{E}(\bar{S}): \overline{E^{\times}(\bar{S})}\right]$ in fact divides the degree $\left[F^{\sigma}: K\right]$ for any $\sigma \in \mathscr{C}$ that acts trivially on $E \cap F$ (for this one needs to observe that $\left[(E F)^{\tilde{\sigma}}: E\right]$ equals $\left[F^{\sigma}: E \cap F\right]$ and hence divides $\left[F^{\sigma}: K\right]$ ). We also point out that [37, Proposition 4] provides a converse in the case where $F / K$ is abelian, viz. if $\mathscr{C}=\{\sigma\}$ and $\sigma$ acts on $E \cap F$ nontrivially, then the quotient $\mathbb{I}_{E}(\bar{S}) / \overline{E^{\times}(\bar{S})}$ has infinite exponent.

Proposition 5.1 gives a form of the almost strong approximation property with respect to generalized arithmetic progressions. We now combine this with the method used in the proof of Proposition 4.1 to obtain the following.

Theorem 5.3 (almost strong approximation property, cf. [37, Theorem 3]). For every $d, m \geq 1$ there exists an integer $n=n(d, m) \geq 1$ such that given a $K$-torus $T$ of dimension $\leq d$, a generalized arithmetic progression $\mathscr{P}(F / K, \mathscr{C})$ with $[F: K]=m$, and a finite subset $\mathscr{P}_{0} \subset \mathscr{P}(F / K, \mathscr{C})$, for the set $S=\left(\mathscr{P}(F / K, \mathscr{C}) \backslash \mathscr{P}_{0}\right) \cup V_{\infty}^{K}$, the closure $\overline{T(K)}{ }^{(S)}$ of $T(K)$ in $T(\mathbb{A}(S))$ contains $T(\mathbb{A}(S))^{n}$, provided that some (equivalently, every) element of $\mathscr{C}$ acts trivially on $K_{T} \cap F$, where $K_{T}$ is the splitting field of $T$.

Proof. Let $n^{\prime}=n^{\prime}(d)$ be an integer divisible by the order of any finite subgroup of the group $\mathrm{GL}_{d}(\mathbb{Z})$ (see the proof of Proposition 4.1). We will show that $n(d, m):=n^{\prime}(d) \cdot m$ is as required. Let $T$ be a $K$-torus of dimension $\leq d$ such that for the splitting field $E:=K_{T}$ some (equivalently, every) element of $\mathscr{C}$ acts trivially on $E \cap F$. As in the proof of Proposition 4.1, we can construct an exact sequence of $K$-tori

$$
\begin{equation*}
1 \rightarrow T^{\prime \prime} \rightarrow T^{\prime} \xrightarrow{\eta} T \rightarrow 1 \tag{*}
\end{equation*}
$$

with $T^{\prime}=\mathrm{R}_{E / K}\left(\mathrm{GL}_{1}\right)^{\ell}$ for some $\ell \geq 1$. Since all the tori in (*) split over $E$, we have the exact sequence of the groups of $\bar{S}$-adeles, where $\bar{S}$ consists of all extensions of places from $S$ to $E$ :

$$
\begin{equation*}
1 \rightarrow T^{\prime \prime}\left(\mathbb{A}_{E}(\bar{S})\right) \rightarrow T^{\prime}\left(\mathbb{A}_{E}(\bar{S})\right) \xrightarrow{\eta_{\mathbb{A}_{E}(\bar{S})}} T\left(\mathbb{A}_{E}(\bar{S})\right) \rightarrow 1 \tag{**}
\end{equation*}
$$

This exact sequence induces the following commutative diagram with exact bottom row:


Clearly, $\overline{T(K)}{ }^{(S)}$ contains $\eta_{A(S)}\left({\overline{T^{\prime}(K)}}^{(S)}\right)$. But it follows from Proposition 5.1 that $\overline{T^{\prime}(K)}{ }^{(S)}$ contains $T^{\prime}(\mathbb{A}(S))^{m}$. By the exactness of the bottom row, $T(\mathbb{A}(S)) / \eta_{A(S)}\left(T^{\prime}(\mathbb{A}(S))\right)$ has exponent dividing $[E: K]$ and hence $n^{\prime}(d)$. So, our assertion follows.

Remark 5.4. With some more work, one can prove the following full analog of Proposition 5.1 for arbitrary tori: There exists $N=N(d, m)$ such that given a $K$-torus $T$ of dimension $\leq d$, a generalized arithmetic progression $\mathscr{P}(F / K, \mathscr{C})$ with $[F: K]=m$, and a finite $\mathscr{P}_{0} \subset \mathscr{P}(F / K, \mathscr{C})$, for the set $S=\left(\mathscr{P}(F / K, \mathscr{C}) \backslash \mathscr{P}_{0}\right) \cup V_{\infty}^{K}$, the index $\left[T(\mathbb{A}(S)): \overline{T(K)}{ }^{(S)}\right]$ is finite and divides $N$, provided that some (equivalently, every) element of $\mathscr{C}$ acts trivially on $K_{T} \cap F$, where $K_{T} / K$ is the splitting field of $T$. Since this more precise statement is not needed in the proof of centrality of the congruence kernel, we will give the details elsewhere.

Proof of Theorem B. The assumption that $S$ almost contains a generalized arithmetic progression $\mathscr{P}(F / K, \mathscr{C})$, of course, means that there exists a finite set $\mathscr{P}_{0} \subset \mathscr{P}(F / K, \mathscr{C})$ such that $S$ contains $S_{0}:=\left(\mathscr{P}(F / K, \mathscr{C}) \backslash \mathscr{P}_{0}\right) \cup V_{\infty}^{K}$. Besides, we are assuming that every element of $\mathscr{C}$ acts trivially on $F \cap L$, where $L$ is the minimal Galois extension of $K$ over which $G$ is an inner form of a split group. Since $S_{0}$ contains a nonarchimedean place $v$ such that $G$ is $K_{v}$-isotropic, our computation of the metaplectic kernel shows that $M(S, G)=1$ (see [36, Main Theorem]). This means that once we know that $C^{(S)}(G)$ is central, we can actually conclude that it is trivial. We will derive the centrality from Theorem 3.1, just as we did in the proof of Theorem 4.3; however, the difference is that while almost weak approximation property holds uniformly for all maximal $K$-tori $T$ of $G$ (see Corollary 4.2), Theorem 5.3 guarantees the almost strong approximation property only in the case where $\mathscr{C}$ is trivial on $K_{T} \cap F$. To show that this information is still sufficient for the proof of centrality, we need the following:

Lemma 5.5 (cf. [38, Theorem 2]). Let $G$ be a semi-simple algebraic group over a global field $K$, and let $L$ be the minimal Galois extension of $K$ over which $G$ is an inner form of a split group. Furthermore, suppose we are given a finite subset $\mathcal{S} \subset V^{K}$ and a finite Galois extension $F / K$. Then there exists a finite subset $V \subset V^{K} \backslash \mathcal{S}$ and maximal $K_{v}$-tori $T(v)$ of $G$ for $v \in V$ such that for any maximal $K$-torus $T$ of $G$ which is $G\left(K_{v}\right)$-conjugate to $T(v)$, the minimal splitting field $K_{T}$ satisfies

$$
\begin{equation*}
K_{T} \cap F=L \cap F \tag{5.1}
\end{equation*}
$$

Proof. Let $\tau_{1}, \ldots, \tau_{t}$ be all the nontrivial elements of $\operatorname{Gal}(F /(F \cap L))$. We extend each $\tau_{i}$ to $\bar{\tau}_{i} \in \operatorname{Gal}(F L / K)$ by letting it act trivially on $L$. There exists a finite subset $V_{0}$ of $V^{K}$ such that $G$ is quasi-split over $K_{v}$ for all $v \in V^{K} \backslash V_{0}$ (see [31, Theorem 6.7]). By Chebotarev's density theorem [2, Ch. VII, Sect. 2.4], we can find $v_{1}, \ldots, v_{t} \in V_{\mathrm{f}}^{K} \backslash\left(S \cup V_{0}\right)$ such that $F L$ is unramified at $v_{i}$ and for an appropriate extension $w_{i} \mid v_{i}$, one has $\operatorname{Fr}_{F L / K}\left(w_{i} \mid v_{i}\right)=\bar{\tau}_{i}$, for each $i=1, \ldots, t$. Set $V=\left\{v_{1}, \ldots, v_{t}\right\}$. Since $\bar{\tau}_{i}$ acts on $L$ trivially, we conclude that $L \subset K_{v_{i}}$. Combining this with the fact that by our construction $G$ is quasi-split over $K_{v_{i}}$, we find that $G$ actually splits over $K_{v_{i}}$, and we let $T\left(v_{i}\right)$ denote its maximal $K_{v_{i}}$-split torus. We claim that these tori are as required. Indeed, let $T$ be a maximal $K$-torus of $G$ as in the statement of the lemma. Then its splitting field $K_{T}$ satisfies $K_{T} \subset K_{v_{i}}$ for all $i=1, \ldots, t$. If we assume that $K_{T} \cap F \not \subset L \cap F$, then there exists an $i$ such that $\tau_{i}$ acts nontrivially on $K_{T} \cap F$. Since $\tau_{i}=\operatorname{Fr}_{F / K}\left(v_{i}\right)$ lies in the local Galois group $\operatorname{Gal}\left(F K_{v_{i}} / K_{v_{i}}\right)$, we see that $K_{T} \cap F \not \subset K_{v_{i}}$. A contradiction, proving the inclusion $\subset$ in (5.1). The opposite inclusion follows from the fact that $L$ is contained in the splitting field of every maximal $K$-torus of $G$.

To implement the above strategy (although with some variations) and prove Theorem B, we set $\mathcal{S}=\mathcal{A}(G) \cup V_{\infty}^{K}$ and use Lemma 5.5 to find a finite subset $V \subset V^{K} \backslash \mathcal{S}$ and maximal $K_{v}$-tori $T(v)$ of $G$ for $v \in V$ with the properties described therein. Then set

$$
S^{\prime}=\left(\mathscr{P}(F / K, \mathscr{C}) \backslash\left(\mathscr{P}_{0} \cup V\right)\right) \cup V_{\infty}^{K}
$$

Clearly, $S^{\prime}$ is contained in $S$ and, in particular, is disjoint from $\mathcal{A}$ and $V$. Now, let $t$ be any regular semi-simple element in $G(K) \cap U$ where $U=\prod_{v \in V} \mathscr{U}(v, T(v))$ in the notations introduced prior to the statement of Theorem 3.1, and let $T=Z_{G}(t)^{\circ}$ be the corresponding maximal $K$-torus of $G$. Then by construction $T$ is $G\left(K_{v}\right)$-conjugate to $T(v)$ for all $v \in V$, so by Lemma 5.5 we have $K_{T} \cap F=F \cap L$. This means that the elements of $\mathscr{C}$ act trivially on $K_{T} \cap F$, and therefore Theorem 5.3 yields the inclusion $\overline{T(K)}{ }^{\left(S^{\prime}\right)} \supset T\left(\mathbb{A}\left(S^{\prime}\right)\right)^{n}$ where $n=n(d,[F: K])$ is the number from this theorem and $d$ is the absolute rank of $G$. On the other hand, we obviously have the inclusion $\pi^{\left(S^{\prime}\right)}\left(Z_{\widehat{G}\left(S^{\prime}\right)}(t)\right) \supset \overline{T(K)}{ }^{\left(S^{\prime}\right)}$. This verifies the assumptions of Theorem 3.1(ii) for the congruence sequence (C) associated with the set $S^{\prime}$ and, therefore, enables us to conclude that $C^{\left(S^{\prime}\right)}$ is central. As we explained at the beginning of the proof, since there exists a nonarchimedean $v \in S^{\prime}$ such that $G$ is $K_{v^{\prime}}$-isotropic, this implies that $C^{\left(S^{\prime}\right)}(G)$ is actually trivial. Finally, since $S^{\prime} \subset S$ and $S \backslash S^{\prime}$ does not contain any anisotropic places for $G$, there exists a natural surjective homomorphism $C^{\left(S^{\prime}\right)}(G) \rightarrow C^{(S)}(G)$ (cf. [40, Lemma 6.2]), so $C^{(S)}(G)$ is also trivial.

## 6. CONGRUENCE SUBGROUP PROPERTY FOR ARITHMETIC GROUPS WITH ADELIC PROFINITE COMPLETION: PROOF OF THEOREM C

Before we embark on the proof of Theorem C (of the Introduction), we would like to point out that for infinite arithmetic groups in positive characteristic the profinite completion is never adelic (see Remark 6.2 below), so we limited the statement of Theorem C to the case of number fields. The proof relies on the following properties of the group of adeles.

Lemma 6.1. Let $\Omega=\mathrm{GL}_{n}(\widehat{\mathbb{Z}})=\prod_{q \text { prime }} \mathrm{GL}_{n}\left(\mathbb{Z}_{q}\right)$, and fix a prime $p$.
(1) There exists $d \geq 1$ (depending only on $n$ ) such that for any pro-p subgroup $\mathscr{P}$ of $\Omega$, one has

$$
\left[\mathscr{P}^{(d)}, \mathscr{P}^{(d)}\right] \subset \mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)
$$

where $\mathscr{P}^{(d)}$ denotes the (closed) subgroup generated by the d-th powers of elements of $\mathscr{P}$.
(2) If $\mathscr{P} \subset \Omega$ is an analytic pro-p subgroup satisfying the following condition:
(O) for any open subgroup $\mathscr{P}^{\prime} \subset \mathscr{P}$, the commutator subgroup $\left[\mathscr{P}^{\prime}, \mathscr{P}^{\prime}\right]$ is also open in $\mathscr{P}$, then the kernel of the projection $\mathscr{P} \rightarrow \prod_{q \neq p} \mathrm{GL}_{n}\left(\mathbb{Z}_{q}\right)$ is open in $\mathscr{P}$.

Proof. (1) By Jordan's theorem (cf., for example, [13]), there exists $\ell=\ell(n)$ such that every finite subgroup $J \subset \mathrm{GL}_{n}(F)$, where $F$ is a field of characteristic zero, contains an abelian normal subgroup of index $\leq \ell$. Set $d=\ell$ ! and observe that the exponent of any group of order $\leq \ell$ divides $d$. For a prime $q$, we let $\mathrm{pr}_{q}: \Omega \rightarrow \mathrm{GL}_{n}\left(\mathbb{Z}_{q}\right)$ denote the corresponding projection. The first congruence subgroup $\mathrm{GL}_{n}\left(\mathbb{Z}_{q}, q\right)$ is a normal pro- $q$ subgroup of $\mathrm{GL}_{n}\left(\mathbb{Z}_{q}\right)$ of finite index. This means that for any $q \neq p$, the image $\operatorname{pr}_{q}(\mathscr{P})$ has trivial intersection with $\mathrm{GL}_{n}\left(\mathbb{Z}_{q}, q\right)$ and hence is finite. Then our choice of $d$ forces $\operatorname{pr}_{q}\left(\mathscr{P}^{(d)}\right)=\operatorname{pr}_{q}(\mathscr{P})^{(d)}$ to be abelian, implying that $\operatorname{pr}_{q}\left(\left[\mathscr{P}^{(d)}, \mathscr{P}^{(d)}\right]\right)$ is trivial. This being true for all $q \neq p$, we conclude that $\left[\mathscr{P}^{(d)}, \mathscr{P}^{(d)}\right]$ is contained in $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$, as asserted.
(2) Let $d$ be the integer from assertion (1). Since $\mathscr{P}$ is analytic, it follows from the implicit function theorem that the map $\mathscr{P} \rightarrow \mathscr{P}, x \mapsto x^{d}$, is open, and therefore $\mathscr{P}^{(d)}$ is an open subgroup of $\mathscr{P}$. (We note that as follows from the affirmative solution of the restricted Burnside problem by E.I. Zel'manov [73, 74], the subgroup $\mathscr{P}^{(d)}$ is open in $\mathscr{P}$ for any finitely generated profinite group $\mathscr{P}$ and any integer $d \geq 1$, so the assumption of analyticity here can be replaced by just requiring finite generation.) Then, due to assumption (O), the commutator subgroup [ $\left.\mathscr{P}^{(d)}, \mathscr{P}^{(d)}\right]$ is also open in $\mathscr{P}$. On the other hand, assertion (1) states that $\left[\mathscr{P}^{(d)}, \mathscr{P}^{(d)}\right]$ is contained in the kernel of the projection $\mathscr{P} \rightarrow \prod_{q \neq p} \mathrm{GL}_{n}\left(\mathbb{Z}_{q}\right)$, which therefore is open in $\mathscr{P}$.

Remark 6.2. Combining Lemma 6.1 with the results of [17] (we thank M. Ershov for this reference), one shows that for an $S$-arithmetic subgroup $\Gamma$ of an absolutely almost simple simply
connected algebraic group $G$ over a global field $K$ of characteristic $p>0$, the profinite completion $\widehat{\Gamma}$ is not adelic provided that $\mathrm{rk}_{S} G>0$ (i.e., $\Gamma$ is infinite) and $S \neq V^{K}$. Indeed, pick $v \in V^{K} \backslash S$ and let $P=G\left(\mathcal{O}_{v}, \mathfrak{p}_{v}\right)$ be the congruence subgroup modulo the valuation ideal $\mathfrak{p}_{v}$ of the valuation ring $\mathcal{O}_{v} \subset K_{v}$. We will view $P$ as a pro- $p$ subgroup of $\bar{\Gamma}$, and let $\mathscr{P}$ be a Sylow pro- $p$ subgroup of $\pi^{-1}(P)$, so that $\pi(\mathscr{P})=P$. Assume that there exists an embedding $\widehat{\Gamma} \hookrightarrow \mathrm{GL}_{n}(\widehat{\mathbb{Z}})$. According to Lemma 6.1, for some $d \geq 1$, the subgroup $\mathscr{P}_{0}=\left[\mathscr{P}^{(d)}, \mathscr{P}^{(d)}\right]$ is contained in $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$ and hence is a $p$-adic analytic group. Then $P_{0}:=\pi\left(\mathscr{P}_{0}\right)$ is also $p$-adic analytic. On the other hand, it follows from [17, Theorem 1.7] or from [56] that $P_{0}$ is an open subgroup of $P$ and therefore cannot be analytic (see [17, Theorem 1.5] or [14, Theorem 13.23]). A contradiction.

To proceed with the proof of Theorem C, for a prime $p$ we let $V(p)$ denote the finite set $\left\{v \in V^{K} \backslash S \mid v(p) \neq 0\right\}$, and let $\Pi$ be the finite set of primes $p$ for which $V(p) \cap \mathcal{A}(G) \neq \varnothing$. To prove Theorem C, it is enough to show that

$$
V_{0}:=\bigcup_{p \notin \Pi} V(p)
$$

is contained in $\mathfrak{Z}:=\mathfrak{Z}\left(C^{(S)}(G)\right)$. Indeed, since the complement $V^{K} \backslash\left(S \cup V_{0}\right)$ is finite, by Theorem 4.3 the congruence kernel $C^{\left(S \cup V_{0}\right)}(G)$ is trivial. So, the inclusion $V_{0} \subset \mathfrak{Z}$ would enable us to derive the centrality of $C^{(S)}(G)$ from Proposition 2.5.

The rest of the argument focuses on proving the inclusion $V(p) \subset \mathfrak{Z}$ for a fixed $p \notin \Pi$. By our assumption there exists a continuous embedding $\iota: \widehat{\Gamma} \hookrightarrow \prod_{q} \mathrm{GL}_{n}\left(\mathbb{Z}_{q}\right)$. Then

$$
\mathscr{P}:=\iota^{-1}\left(\mathrm{GL}_{n}\left(\mathbb{Z}_{p}, p\right)\right)
$$

is an analytic pro-p normal subgroup of $\widehat{\Gamma}$.
Lemma 6.3. $\pi(\mathscr{P})$ contains an open subgroup of $G_{V(p)}=\prod_{v \in V(p)} G\left(K_{v}\right)$.
Proof. Let $\mathcal{S}_{p}$ be a Sylow pro-p subgroup of $\widehat{\Gamma}$ (cf., for example, [59, Ch. I, $\left.\left.\S 1.5\right]\right)$. Then $\pi\left(\mathcal{S}_{p}\right)$ is a Sylow pro- $p$ subgroup of $\bar{\Gamma}=\prod_{v \notin S} G\left(\mathcal{O}_{v}\right)$ [59, Ch. I, § 1, Proposition 4]. Since for every $v \in V(p)$, the congruence subgroup $G\left(\mathcal{O}_{v}, \mathfrak{p}_{v}\right)$ modulo the maximal ideal $\mathfrak{p}_{v}$ of $\mathcal{O}_{v}$ is a normal pro- $p$ subgroup of $G\left(\mathcal{O}_{v}\right)$, the conjugacy theorem for Sylow pro-p subgroups of profinite groups [59, Ch. I, $\S 1$, Proposition 3] implies that

$$
\prod_{v \in V(p)} G\left(\mathcal{O}_{v}, \mathfrak{p}_{v}\right) \subset \pi\left(\mathcal{S}_{p}\right)
$$

and consequently

$$
\begin{equation*}
\prod_{v \in V(p)}\left[G\left(\mathcal{O}_{v}, \mathfrak{p}_{v}\right)^{(d)}, G\left(\mathcal{O}_{v}, \mathfrak{p}_{v}\right)^{(d)}\right] \subset \pi\left(\left[\mathcal{S}_{p}^{(d)}, \mathcal{S}_{p}^{(d)}\right]\right) \tag{6.1}
\end{equation*}
$$

for any $d \geq 1$. We will use this for the integer $d$ given by Lemma 6.1(1). Then $\iota\left(\left[\mathcal{S}_{p}^{(d)}, \mathcal{S}_{p}^{(d)}\right]\right)$ is contained in $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$. So, the intersection $\mathscr{P} \cap\left[\mathcal{S}_{p}^{(d)}, \mathcal{S}_{p}^{(d)}\right]$ is of finite index in $\left[\mathcal{S}_{p}^{(d)}, \mathcal{S}_{p}^{(d)}\right]$, and therefore $\pi(\mathscr{P}) \cap \pi\left(\left[\mathcal{S}_{p}^{(d)}, \mathcal{S}_{p}^{(d)}\right]\right)$ is of finite index in $\pi\left(\left[\mathcal{S}_{p}^{(d)}, \mathcal{S}_{p}^{(d)}\right]\right)$. On the other hand, as in the proof of Lemma 6.1(1), the map $G\left(K_{v}\right) \rightarrow G\left(K_{v}\right), x \mapsto x^{d}$, is open, making $G\left(\mathcal{O}_{v}, \mathfrak{p}_{v}\right)^{(d)}$ an open subgroup of $G\left(K_{v}\right)$. Furthermore, since $G$ is an absolutely almost simple group, its Lie algebra (as an analytic group over $\mathbb{Q}_{p}$ ) is semi-simple, which by way of the implicit function theorem implies that the commutator subgroup of any open subgroup of $G\left(K_{v}\right)$ is again open (cf. [56]). Combining these two facts, we see that the left-hand side of (6.1) is open in $G_{V(p)}$. Then $\pi(\mathscr{P})$ is also open, as required.

Since $\mathscr{P}$ is an analytic pro-p group, it follows from Cartan's theorem (cf. [8, Ch. III, § 8, $\left.\mathrm{n}^{\circ} 2 ; 14\right]$ ) and the preceding lemma that $\mathscr{U}:=\mathscr{P} \cap \pi^{-1}\left(G_{V(p)}\right)$ is also an analytic pro- $p$ normal subgroup of $\widehat{\Gamma}$ having the property that $\pi(\mathscr{U}) \subset G_{V(p)}$ is open. The latter means that for the $\mathbb{Q}_{p}$-Lie algebras $\mathfrak{u}$ and $\mathfrak{g}$ of $\mathscr{U}$ and $G_{V(p)}$ respectively (as analytic pro- $p$ groups) and for the differential of $\pi$ we have

$$
\begin{equation*}
d \pi(\mathfrak{u})=\mathfrak{g} . \tag{6.2}
\end{equation*}
$$

The rest of the proof relies on the analysis of conjugates $g \mathscr{U} g^{-1}$ for $g \in \widehat{G}$. This analysis, however, is complicated by the fact that $\mathscr{U}$ may not satisfy condition (O) of Lemma 6.1(2). To bypass this difficulty, we first replace $\mathscr{U}$ with a smaller subgroup that satisfies this condition and retains other significant properties of $\mathscr{U}$. More precisely, let

$$
\mathfrak{u}_{0}=\mathfrak{u}, \quad \mathfrak{u}_{i+1}=\left[\mathfrak{u}_{i}, \mathfrak{u}_{i}\right] \quad \text { for } i \geq 0
$$

be the derived series of $\mathfrak{u}$. Pick $\ell \geq 0$ so that $\mathfrak{u}_{\ell+1}=\mathfrak{u}_{\ell}$, set $\mathfrak{w}=\mathfrak{u}_{\ell}$, and let $\mathcal{W} \subset \mathscr{U}$ be a closed subgroup with the Lie algebra $\mathfrak{w}$. Since by construction $[\mathfrak{w}, \mathfrak{w}]=\mathfrak{w}$, the subgroup $\mathcal{W}$ satisfies (O). At the same time, it follows from (6.2) and our construction that $d \pi(\mathfrak{w})=\mathfrak{g}$, and therefore $\pi(\mathcal{W})$ is open in $G_{V(p)}$.

Lemma 6.4. For any $g \in \widehat{G}$, the subgroups $\mathcal{W}$ and $g \mathcal{W} g^{-1}$ are commensurable.
Proof. First, note that both $\widehat{\Gamma}$ and $g \widehat{\Gamma} g^{-1}$ are open compact subgroups of $\widehat{G}$ and hence are commensurable. It follows that there exists an open subgroup $\mathcal{W}^{\prime} \subset \mathcal{W}$ such that $\widetilde{\mathcal{W}}:=g \mathcal{W}^{\prime} g^{-1} \subset \widehat{\Gamma}$. Since $\mathcal{W}$, hence also $\mathcal{W}^{\prime}$, satisfies condition (O), Lemma 6.1(2) tells us that after replacing $\mathcal{W}^{\prime}$ with a smaller open subgroup we may assume that $\iota(\widetilde{\mathcal{W}})$ is contained in $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}\right)$ and even in $\mathrm{GL}_{n}\left(\mathbb{Z}_{p}, p\right)$, i.e. $\widetilde{\mathcal{W}} \subset \mathscr{P}$. At the same time, since $G_{V(p)}$ is normal in $\bar{G}$, we see that $\pi(\widetilde{\mathcal{W}}) \subset G_{V(p)}$, and eventually $\widetilde{\mathcal{W}} \subset \mathscr{P} \cap \pi^{-1}\left(G_{V(p)}\right)=\mathscr{U}$. The Lie algebra $\widetilde{\mathfrak{w}}$ is isomorphic to $\mathfrak{w}$ and hence is its own commutator. It follows that $\widetilde{\mathfrak{w}}$ is contained in the $\ell$ th term of the derived series $\mathfrak{u}_{\ell}=\mathfrak{w}$, and therefore $\widetilde{\mathfrak{w}}=\mathfrak{w}$. But since $\widetilde{\mathcal{W}}$ and $\mathcal{W}$ are both closed subgroups of the analytic pro- $p$ group $\mathscr{U}$, the fact that they have the same Lie algebras means that they share an open subgroup and hence are commensurable, and our assertion follows.

For an arbitrary $g \in \widehat{G}$, the corresponding inner automorphism Int $g$ induces a continuous group homomorphism $g^{-1} \mathcal{W} g \rightarrow \mathcal{W}$ of analytic pro-p groups, which is then analytic. It follows from Lemma 6.4 that both groups have the same Lie algebra $\mathfrak{w}$, so we obtain an action of $g$ on the latter. Furthermore, using the fact that for any $g_{1}, g_{2} \in \widehat{G}$, all four subgroups $\mathcal{W}, g_{1}^{-1} \mathcal{W} g_{1}, g_{2}^{-1} \mathcal{W} g_{2}$, and $\left(g_{1} g_{2}\right)^{-1} \mathcal{W}\left(g_{1} g_{2}\right)$ are pairwise commensurable, it is easy to see that in fact we obtain a continuous representation $\rho: \widehat{G} \rightarrow \mathrm{GL}(\mathfrak{w})$.

Lemma 6.5. For $C=C^{(S)}(G)$, the image $\rho(C)$ is finite.
Proof. Since $C$ is compact, the image $\rho(C)$ is a compact subgroup of GL $(\mathfrak{w})=\mathrm{GL}_{m}\left(\mathbb{Q}_{p}\right)$ where $m=\operatorname{dim}_{\mathbb{Q}_{p}} \mathfrak{w}$. Since $\mathrm{GL}_{m}\left(\mathbb{Q}_{p}\right)$ is a $p$-adic analytic group, we conclude that $\rho(C)$ is finitely generated (cf. [14]). Now, applying Proposition 2.9 to $F=C /(C \cap \operatorname{Ker} \rho$ ), we see that $\rho(C)$ is finite.

Let $C_{0}:=C \cap \operatorname{Ker} \rho$ be an open normal subgroup of $C$ normalized by $\widehat{G}$. Then the conjugation action of $C_{0}$ on $\mathcal{W}$ induces the trivial action on the Lie algebra $\mathfrak{w}$. This means that we can replace $\mathcal{W}$ with an open subgroup to ensure that $C_{0}$ centralizes $\mathcal{W}$ (we note that after this replacement, the image $\overline{\mathcal{W}}:=\pi(\mathcal{W})$ will still be open in $\left.G_{V(p)}\right)$.

Lemma 6.6. There exists $g \in G_{V(p)}$ such that $\overline{\mathcal{W}}$ and $g \overline{\mathcal{W}} g^{-1}$ generate $G_{V(p)}$.
Proof. It is enough to show that given $v \in V(P)$ and an open subgroup $W$ of $G\left(K_{v}\right)$, there exists $g \in G\left(K_{v}\right)$ such that

$$
\begin{equation*}
G\left(K_{v}\right)=\left\langle W, g W g^{-1}\right\rangle \tag{6.3}
\end{equation*}
$$

Note that $G\left(K_{v}\right)$ has only finitely many open compact subgroups $W_{1}, \ldots, W_{r}$ that contain $W$ (cf. [31, Proposition 3.16]). Pick a regular semi-simple element $t \in W$. It is well-known that the conjugacy class of $t$ in $G\left(K_{v}\right)$ is closed and noncompact. So, one can find $g \in G\left(K_{v}\right)$ such that

$$
g t g^{-1} \notin \bigcup_{i=1}^{r} W_{i} .
$$

Then this $g$ is as required. Indeed, in this case the right-hand side of (6.3) is an open noncompact subgroup and therefore, by a theorem due to Tits (see [34]), contains $G\left(K_{v}\right)^{+}$, the subgroup generated by the $K_{v}$-points of the $K_{v}$-defined parabolics of $G$. But since $G$ is simply connected and $v \notin \mathcal{A}(G)$, we have $G\left(K_{v}\right)^{+}=G\left(K_{v}\right)$ (see the discussion at the beginning of Section 7), and (6.3) follows.

Now, let $g \in G\left(K_{v}\right)$ be as in Lemma 6.6, pick a lift $\widehat{g} \in \pi^{-1}(g)$, and set $C_{1}=C_{0} \cap \widehat{g} C_{0} \widehat{g}^{-1}$. Clearly, $C_{1}$ is an open normal subgroup of $C$ that is centralized by $\mathcal{W}$ and $\widehat{g} \mathcal{W} \widehat{g}^{-1}$. So, if we let $\mathcal{G}=\pi^{-1}\left(G_{V(p)}\right)$ and $\mathcal{Z}=Z_{\mathcal{G}}\left(C_{1}\right)$, then it follows from our construction that $\pi(\mathcal{Z})=G_{V(p)}$. Let $\mathcal{Z}_{1}$ denote the kernel of the natural action of $\mathcal{Z}$ on the finite group $C / C_{1}$. Since $G_{V(p)}$ does not have proper normal subgroups of finite index, we will still have $\pi\left(\mathcal{Z}_{1}\right)=G_{V(p)}$. Then as in Lemma 2.6, for any $c \in C$, the map $x \mapsto[c, x]$ defines a continuous group homomorphism $\chi_{c}: \mathcal{Z}_{1} \rightarrow C_{1}$, and we can consider

$$
\chi: \mathcal{Z}_{1} \rightarrow \mathcal{C}:=\prod_{c \in C} X_{c}, \quad \text { where } \quad X_{c}=C_{1} \quad \text { for all } c \in C
$$

given by $\chi(x)=\left(\chi_{c}(x)\right)$. It follows from Lemma 2.3 that for $\mathcal{H}:=\operatorname{Ker} \chi$, we have $\pi(\mathcal{H})=G_{V(p)}$. At the same time, by our construction, $\mathcal{H} \subset Z_{\widehat{G}}(C)$, which implies that $V(p) \subset \mathfrak{Z}$, as required. This completes the proof of Theorem C.

## 7. GENERATORS FOR THE CONGRUENCE KERNEL: PROOF OF THEOREM D

In this section we will assume that char $K=0$, and let $G$ be an absolutely almost simple simply connected $K$-isotropic algebraic group. If a subset $S \subset V^{K}$ containing $V_{\infty}^{K}$ is such that $\mathrm{rk}_{S} G \geq 2$, then according to the results of Raghunathan [40, 41] that prove Serre's conjecture for isotropic groups, the congruence kernel $C^{(S)}(G)$ is central and hence is isomorphic to the metaplectic kernel $M(S, G)$, which in all cases is a finite cyclic group (often trivial). In the remaining case where $\mathrm{rk}_{S} G=1$ (and therefore necessarily $\mathrm{rk}_{K} G=1$ and $|S|=1$; hence $K$ is either $\mathbb{Q}$ or an imaginary quadratic field), according to Serre's conjecture $C^{(S)}(G)$ is expected to be infinite. This has been established in a number of cases, although we do not yet have a general result. The goal of this section is to provide several convenient systems of generators (or rather almost generators) for $C^{(S)}(G)$ as a normal subgroup of $\widehat{G}^{(S)}$ and eventually reduce one of them to a single element, proving thereby Theorem D (we recall that according to Proposition 2.9, if $C^{(S)}(G)$ is infinite, it cannot be finitely generated as a group). So, henceforth we will assume that $\mathrm{rk}_{K} G=1$.

First, we fix some notations that will be kept throughout this section. Let $T$ be a maximal $K$-split torus of $G$ (so, $\operatorname{dim} T=1$ ) and $M=Z_{G}(T)$. The root system $\Phi=\Phi(G, T)$ is either $\{ \pm \alpha\}$ or $\{ \pm \alpha, \pm 2 \alpha\}$. For $\beta \in \Phi$, we let $U_{\beta}$ denote the corresponding unipotent $K$-subgroup of $G$ (cf. [5, 21.9; 6, §5; 60, Sect. 15.4]); recall that $U_{ \pm 2 \alpha} \subset U_{ \pm \alpha}$ if $2 \alpha \in \Phi$; if $2 \alpha \notin \Phi$, then $U_{ \pm 2 \alpha}$ will denote the trivial subgroup of $U_{\alpha}$. The subgroups $P_{ \pm \alpha}=M \cdot U_{ \pm \alpha}$ (semi-direct product) are opposite minimal parabolic $K$-subgroups with the unipotent radicals $U_{\alpha}$ and $U_{-\alpha}$, respectively, and the common Levi subgroup $M=P_{\alpha} \cap P_{-\alpha}$. Following Tits [64], for a field extension $F / K$ we let $G(F)^{+}$denote the subgroup of $G(F)$ generated by the $F$-rational points of the unipotent radicals of parabolic $F$-subgroups (since char $K=0$, it is simply the subgroup generated by all unipotent elements of $G(F)$ ). It is known $[7,6.2(\mathrm{v})]$ that $G(F)^{+}$is generated by $U_{\alpha}(F)$ and $U_{-\alpha}(F)$. On the
other hand, from the affirmative solution of the Kneser-Tits problem over local (see [29; 35; 31, $\S 7.2]$ ) and global (see [15]) fields, one knows that $G(K)^{+}=G(K)$ and $G\left(K_{v}\right)^{+}=G\left(K_{v}\right)$ for any $v \in V^{K}$. Thus, $U_{\alpha}(K)$ and $U_{-\alpha}(K)$ generate $G(K)$, and $U_{\alpha}\left(K_{v}\right)$ and $U_{-\alpha}\left(K_{v}\right)$ generate $G\left(K_{v}\right)$ for any $v$.

We will now produce the first generating system for $C=C^{(S)}(G)$ as a normal subgroup of $\widehat{G}^{(S)}$ by generalizing the construction used in Examples 4.6 and 4.7. Since char $K=0$, the topologies $\tau_{\mathrm{a}}$ and $\tau_{\mathrm{c}}$ of $G(K)$ induce the same topology on $U_{ \pm \alpha}(K)$ (cf. [43, Proposition 2.1]). It follows that $\pi^{(S)}$ induces isomorphisms

$$
\widehat{U_{ \pm \alpha}(K)} \rightarrow \overline{U_{ \pm \alpha}(K)}=U_{ \pm \alpha}(\mathbb{A}(S))
$$

and we let $\sigma_{ \pm \alpha}: \overline{U_{ \pm \alpha}(K)} \rightarrow \widehat{U_{ \pm \alpha}(K)}$ denote the inverse isomorphisms. Consider the set

$$
X=\bigcup X\left(v_{1}, v_{2}\right), \quad \text { with } \quad X\left(v_{1}, v_{2}\right):=\left[\sigma_{\alpha}\left(U_{\alpha}\left(K_{v_{1}}\right)\right), \sigma_{-\alpha}\left(U_{-\alpha}\left(K_{v_{2}}\right)\right)\right]
$$

where the union is taken over all $v_{1}, v_{2} \in V^{K} \backslash S, v_{1} \neq v_{2}$, and $[A, B]$ denotes the set of all commutators $[a, b]$ with $a \in A$ and $b \in B$. The fact that the groups $G\left(K_{v_{1}}\right)$ and $G\left(K_{v_{2}}\right)$ for such $v_{1}$ and $v_{2}$ commute elementwise inside $\bar{G}^{(S)}=G(\mathbb{A}(S))$ immediately implies that $X\left(v_{1}, v_{2}\right) \subset C$; hence $X \subset C$. Now, let $D$ be the closed normal subgroup of $\widehat{G}^{(S)}$ generated by $X$ and consider the corresponding extension (F) of Section 2. For $v \in V^{K} \backslash S$, we let $H_{v}$ denote the image in $H=\widehat{G}^{(S)} / D$ of the subgroup $\mathscr{G}_{v} \subset \widehat{G}^{(S)}$ generated by $\sigma_{\alpha}\left(U_{\alpha}\left(K_{v}\right)\right)$ and $\sigma_{-\alpha}\left(U_{-\alpha}\left(K_{v}\right)\right)$. As we mentioned above, $G\left(K_{v}\right)=\left\langle U_{\alpha}\left(K_{v}\right), U_{-\alpha}\left(K_{v}\right)\right\rangle$, which implies that $\theta\left(H_{v}\right)=G\left(K_{v}\right)$. Furthermore, by our construction the subgroups $H_{v_{1}}$ and $H_{v_{2}}$ commute elementwise in $H$. Finally, the closed subgroup of $\widehat{G}^{(S)}$ generated by the $\mathscr{G}_{v}$ 's for $v \in V^{K} \backslash S$ contains $\widehat{U_{\alpha}(K)}$ and $\left.\widehat{U_{-\alpha}(K}\right)$; hence $G(K)=$ $\left\langle U_{\alpha}(K), U_{-\alpha}(K)\right\rangle$, so it coincides with $\widehat{G}^{(S)}$. Now, applying Proposition 4.5 to the partition of $V^{K} \backslash S$ into singletons and the subgroups $H_{v}$ constructed above, we conclude that $(\mathrm{F})$ is a central extension. Thus, $F=C / D$ is a quotient of the metaplectic kernel $M(S, G)$; hence it is a finite cyclic group of order dividing the order $\left|\mu_{K}\right|$ of the group $\mu_{K}$ of roots of unity in $K$ (cf. [36]).

Next, we will use a result of Raghunathan [41] to substantially reduce the above system of generators.

Proposition 7.1. Fix $v_{0} \in V^{K} \backslash S$, and set

$$
Y\left(v_{0}\right)=\bigcup_{v \in V^{K} \backslash\left(S \cup\left\{v_{0}\right\}\right)} X\left(v_{0}, v\right) .
$$

Then $Y\left(v_{0}\right) \subset C$, and if $D$ is the closed normal subgroup of $\widehat{G}^{(S)}$ generated by $Y\left(v_{0}\right)$, then $C / D$ is a quotient of $M(S, G)$; hence it is a finite cyclic group of order dividing $\left|\mu_{K}\right|$.

Proof. The discussion above yields the inclusion $Y\left(v_{0}\right) \subset C$ and also shows that it is enough to prove that the corresponding sequence ( F ) is a central extension. Since there exists $\omega \in G(K)$ such that $\omega U_{ \pm \alpha} \omega^{-1}=U_{\mp \alpha}$ (cf. [5, 21.2; 6, 5.3]), the group $D$ contains $\left[\sigma_{-\alpha}\left(U\left(K_{v_{0}}\right)\right), \sigma_{\alpha}\left(U\left(K_{v}\right)\right)\right]$ for any $v \in V^{K} \backslash\left(S \cup\left\{v_{0}\right\}\right)$. We will now use Proposition 2.8 to establish the centrality. Write $V^{K} \backslash S=V_{1} \cup V_{2}$ where $V_{1}=\left\{v_{0}\right\}$ and $V_{2}=V^{K} \backslash\left(S \cup\left\{v_{0}\right\}\right)$ (obviously, $\mathcal{A}=\varnothing$ in our situation); then $V_{i}^{\prime}=V_{3-i}$. The congruence kernel $C^{\left(S \cup V_{1}^{\prime}\right)}(G)=C^{\left(V^{K} \backslash\left\{v_{0}\right\}\right)}(G)$ is trivial by Theorem 4.3, and the congruence kernel $C^{\left(S \cup V_{2}^{\prime}\right)}(G)=C^{\left(S \cup\left\{v_{0}\right\}\right)}(G)$ is central by [41] and hence is isomorphic to $M\left(S \cup\left\{v_{0}\right\}, G\right)$, but the latter is trivial [36], so $C^{\left(S \cup\left\{v_{0}\right\}\right)}(G)$ is trivial as well. Let $H_{1}$ be the closed subgroup of $H$ generated by the images of $\sigma_{\alpha}\left(U_{\alpha}\left(K_{v_{0}}\right)\right)$ and $\sigma_{-\alpha}\left(U_{-\alpha}\left(K_{v_{0}}\right)\right)$, and let $H_{2}$ be the closed subgroup generated by the images of $\sigma_{\alpha}\left(U_{\alpha}\left(K_{v}\right)\right)$ and $\sigma_{-\alpha}\left(U_{-\alpha}\left(K_{v}\right)\right)$ for $v \in V^{K} \backslash\left(S \cup\left\{v_{0}\right\}\right)$ (or, equivalently, by the images of $\sigma_{\alpha}\left(U_{\alpha}\left(\mathbb{A}\left(S \cup\left\{v_{0}\right\}\right)\right)\right)$ and $\left.\sigma_{-\alpha}\left(U_{-\alpha}\left(\mathbb{A}\left(S \cup\left\{v_{0}\right\}\right)\right)\right)\right)$. Then $\theta\left(H_{i}\right)=$ $G\left(\mathbb{A}\left(S \cup V_{i}^{\prime}\right)\right)$ for $i=1,2$, and moreover, $H_{1}$ and $H_{2}$ commute elementwise and together generate a
dense subgroup of $H$. In other words, $H_{1}$ and $H_{2}$ satisfy the assumptions of Proposition 2.8, and then the required centrality of $(\mathrm{F})$ immediately follows from this proposition.

We will first establish Theorem D for $G=\mathrm{SL}_{2}$, where the (almost) generating element $c$ can be written down explicitly. The argument here is inspired by the proof of Proposition 7.1, but relies only on the result of Example 4.7 (which is originally due to Serre [58]) rather than on the more general result of Raghunathan [41]. We will keep the notations introduced in Example 4.7. Fix $v_{0} \in V^{K} \backslash S$, write $\mathbb{A}(S)=K_{v_{0}} \times \mathbb{A}\left(S \cup\left\{v_{0}\right\}\right)$, and consider the elements

$$
1_{v_{0}} \in K_{v_{0}} \quad \text { and } \quad 1_{v_{0}}^{\prime}=(1, \ldots, 1, \ldots) \in \mathbb{A}\left(S \cup\left\{v_{0}\right\}\right) .
$$

Proposition 7.2. Set $c\left(v_{0}\right)=\left[\widehat{u}^{+}\left(1_{v_{0}}\right), \widehat{u}^{-}\left(1_{v_{0}}^{\prime}\right)\right] \in C$, and let $D$ be the closed normal subgroup of $\widehat{G}$ generated by $c\left(v_{0}\right)$. Then the quotient $C / D$ is central in $\widehat{G} / D$; hence it is a finite cyclic group of order dividing $\left|\mu_{K}\right|$.

Proof. First, we observe that the set

$$
\Delta=\left\{\left(t^{-1}, t\right) \in K_{v_{0}} \times \mathbb{A}\left(S \cup\left\{v_{0}\right\}\right) \mid t \in K^{\times}\right\}
$$

is dense in $\mathbb{A}(S)$. Indeed, any open set in $\mathbb{A}(S)$ contains an open set of the form $U_{v_{0}}^{-1} \times U_{v_{0}}^{\prime}$ for some open sets $U_{v_{0}} \subset K_{v_{0}}^{\times}$and $U_{v_{0}}^{\prime} \subset \mathbb{A}\left(S \cup\left\{v_{0}\right\}\right)$, and then our claim immediately follows from the density of $K$ in $\mathbb{A}(S)$ (strong approximation with respect to $S$ ). Since

$$
h(t)^{-1} c\left(v_{0}\right) h(t)=\left[\widehat{u}^{+}\left(t^{-2}\right), \widehat{u}^{-}\left(t^{2}\right)\right],
$$

we find that $D$ contains the set

$$
\left\{\left[\widehat{u}^{+}(a), \widehat{u}^{-}(b)\right] \mid a \in K_{v_{0}}^{2}, b \in \mathbb{A}\left(S \cup\left\{v_{0}\right\}\right)^{2}\right\} .
$$

In particular, for any $v \in V^{K} \backslash\left(S \cup\left\{v_{0}\right\}\right)$, all commutators

$$
\left[\widehat{u}^{+}(a), \widehat{u}^{-}(b)\right] \quad \text { with } \quad a \in K_{v_{0}}^{2}, \quad b \in K_{v}^{2}
$$

lie in $D$. Since for any $w \in V_{\mathrm{f}}^{K}$, every element of $K_{w}$ can be written as a sum of (at most four) squares, the identities

$$
[x y, z]=\left(x[y, z] x^{-1}\right)[x, z] \quad \text { and } \quad[x, y z]=[x, y]\left(y[x, z] y^{-1}\right)
$$

imply that $D$ in fact contains the set $X\left(v_{0}, v\right)$. Then $D$ contains $Y\left(v_{0}\right)$, and our claim follows from Proposition 7.1.

Remark 7.3. As we already observed, if the group $G$ is $K$-isotropic then $\operatorname{rk}_{S} G=1$ is possible only if $K=\mathbb{Q}$ or $K=\mathbb{Q}(\sqrt{-d})$, $d$ square-free $>0$, with $S$ consisting of the unique archimedean place in both cases. If $K=\mathbb{Q}$ then $M(S, G)$ for any $G$ is of order $\leq 2$, and in fact $M(S, G)$ is trivial for $G=\mathrm{SL}_{2}$. The latter means that the congruence kernel for $\mathrm{SL}_{2}(\mathbb{Z})$ is generated as a normal subgroup of $\widehat{G}$ by the element $c(p)$ constructed above for any prime $p$. On the other hand, for $K=\mathbb{Q}(\sqrt{-d})$, the order of $M(S, G)$, hence also that of $C / D$, divides 2 (respectively, 4 and 6$)$ if $d \neq 1,3$ (respectively, $d=1$ and $d=3$ ).

It is worth mentioning that the construction of generators described in Proposition 7.2 has some other applications. Let $G_{0}=\mathrm{SL}_{2}$ over $\mathbb{Q}$, and let $S_{0}=V_{\infty}^{\mathbb{Q}}$ so that $\Gamma_{0}=G\left(\mathcal{O}_{\mathbb{Q}}\left(S_{0}\right)\right)$ is $\mathrm{SL}_{2}(\mathbb{Z})$. Furthermore, fix a square-free integer $d>0$, and let $G_{d}=\mathrm{SL}_{2}$ over $K_{d}:=\mathbb{Q}(\sqrt{-d})$ and $S_{d}=V_{\infty}^{K_{d}}$ so that $\Gamma_{d}=G\left(\mathcal{O}_{K_{d}}\left(S_{d}\right)\right)$ is the Bianchi group $\mathrm{SL}_{2}\left(\mathcal{O}_{d}\right)$ where $\mathcal{O}_{d}$ is the ring of integers in $K_{d}$. Let $C_{0}=C^{\left(S_{0}\right)}\left(G_{0}\right)$ and $C_{d}=C^{\left(S_{d}\right)}\left(G_{d}\right)$ be the corresponding congruence kernels. Then the natural embedding $\Gamma_{0} \rightarrow \Gamma_{d}$ induces a continuous homomorphism $\iota_{d}: C_{0} \rightarrow C_{d}$. It follows from the results
of [1] that $\iota_{d}$ is injective for all $d$. (Indeed, by [1, Theorem 8.1], the homomorphism of the profinite completions $\widehat{\mathrm{PSL}_{2}(\mathbb{Z})} \rightarrow \mathrm{PSL}_{2}\left(\mathcal{O}_{d}\right)$ is injective, which implies that the homomorphism $\widehat{\Gamma_{0}} \rightarrow \widehat{\Gamma_{d}}$ is injective, and the injectivity of $\iota_{d}$ follows.) On the other hand, the results of Serre [58] imply that for $d \neq 1,3$, the homomorphism $\iota_{d}$ is not surjective. Moreover, we have the following.

Lemma 7.4. Let $E_{d}$ be the closed normal subgroup of $\widehat{\Gamma_{d}}$ generated by $\iota_{d}\left(C_{0}\right)$. Then for $d \neq 1,3$, the quotient $C_{d} / E_{d}$ is infinite.

Proof. Since the image of $E_{d}$ in $\overline{C_{d}}:=C_{d} /\left(C_{d} \cap\left[\widehat{\Gamma_{d}, \Gamma_{d}}\right]\right)$ is the same as that of $C_{0}$, it is enough to show that the image of $C_{0}$ in $\overline{C_{d}}$ is a subgroup of infinite index. It is well-known that the abelianization $\Gamma_{0}^{\mathrm{ab}}=\Gamma_{0} /\left[\Gamma_{0}, \Gamma_{0}\right]$ is finite (of order 12), so $C_{0} \cap\left[\widehat{\Gamma_{0}, \Gamma_{0}}\right]$ has finite index in $C_{0}$, making the image of $C_{0}$ in $\overline{C_{d}}$ finite. On the other hand, according to the results in [58, $\mathrm{n}^{\circ} 3.6$ ], for $d \neq 1,3$, the abelianization $\Gamma_{d}^{\mathrm{ab}}$ is infinite. ${ }^{3}$ Then from the exact sequence

$$
\overline{C_{d}} \rightarrow \widehat{\Gamma_{d}} /\left[\widehat{\Gamma_{d}, \Gamma_{d}}\right] \rightarrow \overline{\Gamma_{d}} /\left[\overline{\left.\Gamma_{d}, \Gamma_{d}\right]}\right.
$$

and the finiteness of the last term in it (see [40]), we conclude that $\overline{C_{d}}$ is infinite, and our assertion follows.

Nevertheless, we have the following in all cases.
Proposition 7.5. Let $L_{d}$ be the closed normal subgroup of $\widehat{G_{d}}$ generated by $\iota_{d}\left(C_{0}\right)$. Then $C_{d} / L_{d}$ is a finite cyclic group of order dividing $\left|\mu_{K_{d}}\right|$ (so, its order is $\leq 2$ if $d \neq 1,3$, divides 4 if $d=1$, and divides 6 if $d=3$ ).

Proof. Pick a prime $p_{0}$ that does not split in $K_{d}$, and let $v_{0}$ be the unique valuation of $K_{d}$ extending the $p_{0}$-adic valuation of $\mathbb{Q}$. Consider the elements from Proposition 7.2 written for these valuations:

$$
c\left(p_{0}\right)=\left[\widehat{u}^{+}\left(1_{p_{0}}\right), \widehat{u}^{-}\left(1_{p_{0}}^{\prime}\right)\right] \in C_{0} \quad \text { and } \quad c\left(v_{0}\right)=\left[\widehat{u}^{+}\left(1_{v_{0}}\right), \widehat{u}^{-}\left(1_{v_{0}}^{\prime}\right)\right] \in C_{d} .
$$

It is easy to see that these elements are related by $\iota_{d}\left(c\left(p_{0}\right)\right)=c\left(v_{0}\right)$. So, $L_{d}$ contains the subgroup $D$ from the statement of Proposition 7.2, and our claim follows from that proposition (cf. also Remark 7.3).

The proof of Theorem D in the general case will be reduced to the $\mathrm{SL}_{2}$-case by constructing a suitable $K$-homomorphism $\mathrm{SL}_{2} \rightarrow G$ with the help of the Jacobson-Morozov lemma and then applying Proposition 7.2 in conjunction with the following statement.

Proposition 7.6. Let $G$ be an absolutely simple simply connected algebraic $K$-group of $K$-rank 1, let $\varphi: H \rightarrow G$ be a $K$-homomorphism of an absolutely simple simply connected $K$-group $H$ to $G$, and let $\widehat{\varphi}: \widehat{H}^{(S)} \rightarrow \widehat{G}^{(S)}$ be the corresponding continuous homomorphism of $S$-arithmetic completions. Assume that $\varphi(H) \cap\left(U_{\beta} \backslash U_{2 \beta}\right) \neq \varnothing$ for $\beta=\alpha$ and $-\alpha$. Let $C_{0}$ be a subgroup of $C^{(S)}(H)$ normalized by $\widehat{H}^{(S)}$ such that $\widehat{H}^{(S)}$ acts trivially on $C^{(S)}(G) / C_{0}$. Then for the closed normal subgroup $D$ of $\widehat{G}^{(S)}$ generated by $\widehat{\varphi}\left(C_{0}\right)$, the group $\widehat{G}^{(S)}$ acts trivially on $C^{(S)}(G) / D$. Consequently, $C^{(S)}(G) / D$ is a quotient of the metaplectic kernel $M(S, G)$; hence it is a finite cyclic group of order dividing $\left|\mu_{K}\right|$.

The proof requires one technical fact (Proposition 7.7 below) which we will prove in the Appendix. To state it, we observe that the centralizer $M=Z_{G}\left(T_{\mathrm{s}}\right)$ of a maximal $K$-split torus $T_{\mathrm{s}}$ of $G$ acts on each root subgroup $U_{\beta}$ for $\beta \in \Phi\left(G, T_{\mathrm{s}}\right)$ via the conjugation action, and consequently acts on the quotient $W_{ \pm \alpha}:=U_{ \pm \alpha} / U_{ \pm 2 \alpha}$. Furthermore, it is known that $W_{ \pm \alpha}$ is a vector group over $K$, and the above action gives rise to a $K$-linear representation $\rho_{ \pm \alpha}: M \rightarrow \operatorname{GL}\left(W_{ \pm \alpha}\right)$ (cf. [5, §21]).

[^2]We also recall that since $G$ has $K$-rank 1, its Tits index can have only one or two circled vertices (cf. [65]).

Proposition 7.7. Let $(W, \rho)$ denote either $\left(W_{\alpha}, \rho_{\alpha}\right)$ or $\left(W_{-\alpha}, \rho_{-\alpha}\right)$, and assume char $K \neq 2$. Then $\rho$ is $K$-irreducible. More precisely, one of the following two possibilities holds:
(i) if the Tits index of $G$ has only one circled vertex, then $\rho$ is absolutely irreducible;
(ii) if the Tits index of $G$ has two circled vertices, then $W=W_{1} \oplus W_{2}$ where $W_{1}$ and $W_{2}$ are absolutely irreducible $M$-invariant subspaces defined over a quadratic extension $L / K$ and $W_{2}=W_{1}^{\sigma}$ for the nontrivial automorphism $\sigma$ of $L / K$.
Proof of Proposition 7.6. We only need to prove that the extension

$$
\begin{equation*}
1 \rightarrow F:=C^{(S)}(G) / D \rightarrow \check{G}:=\widehat{G}^{(S)} / D \xrightarrow{\theta} \bar{G}^{(S)} \rightarrow 1 \tag{7.1}
\end{equation*}
$$

is central, for which we will use our standard strategy. More precisely, we let $\check{U}_{\alpha}$ and $\check{U}_{-\alpha}$ denote the closures in $\check{G}$ of $U_{\alpha}(K)$ and $U_{-\alpha}(K)$, respectively. Since the $S$-arithmetic and $S$-congruence topologies on $U_{ \pm \alpha}(K)$ coincide, $\theta$ induces isomorphisms

$$
\check{U}_{\alpha} \rightarrow \overline{U_{\alpha}(K)} \simeq U_{\alpha}(\mathbb{A}(S)) \quad \text { and } \quad \check{U}_{-\alpha} \rightarrow \overline{U_{-\alpha}(K)} \simeq U_{-\alpha}(\mathbb{A}(S)),
$$

and we let $\sigma_{ \pm \alpha}: U_{ \pm \alpha}(\mathbb{A}(S)) \rightarrow \breve{U}_{ \pm \alpha}$ denote the inverse (continuous) isomorphisms. For $v \in V^{K} \backslash S$, we let $\mathscr{G}_{v}$ denote the subgroup of $\check{G}$ generated by $\sigma_{\alpha}\left(U_{\alpha}\left(K_{v}\right)\right)$ and $\sigma_{-\alpha}\left(U_{-\alpha}\left(K_{v}\right)\right)$. Repeating almost verbatim the argument used at the beginning of this section, we see that the subgroups $\mathscr{G}_{v}$ satisfy all the assumptions of Theorem A, which then yields the centrality of (7.1) provided we show that $\sigma_{\alpha}\left(U_{\alpha}\left(K_{v_{1}}\right)\right)$ and $\sigma_{-\alpha}\left(U_{-\alpha}\left(K_{v_{2}}\right)\right)$ commute elementwise for any $v_{1}, v_{2} \in V^{K} \backslash S, v_{1} \neq v_{2}$. So, the central part of the present argument is concerned with proving this fact. We will establish it in the following equivalent form. Define

$$
c_{v_{1}, v_{2}}: U_{\alpha}\left(K_{v_{1}}\right) \times U_{-\alpha}\left(K_{v_{2}}\right) \rightarrow F, \quad\left(u_{1}, u_{2}\right) \mapsto\left[\sigma_{\alpha}\left(u_{1}\right), \sigma_{-\alpha}\left(u_{2}\right)\right] .
$$

Clearly, $c_{v_{1}, v_{2}}$ is continuous, and what we need to prove is
$(\star) c_{v_{1}, v_{2}} \equiv 1$.
By our assumption, the extension

$$
1 \rightarrow F_{0}:=C^{(S)}(H) / C_{0} \rightarrow \check{H}:=\widehat{H}^{(S)} / C_{0} \xrightarrow{\theta_{0}} \bar{H}^{(S)} \rightarrow 1
$$

is central. Since $H$ is clearly $K$-isotropic, the congruence completion $\bar{H}^{(S)}$ can, as usual, be identified with $H(\mathbb{A}(S))$. Then for any $v_{1}, v_{2} \in V^{K} \backslash S, v_{1} \neq v_{2}$, by Corollary 2.7, we can define a bimultiplicative pairing

$$
c_{v_{1}, v_{2}}^{0}: H\left(K_{v_{1}}\right) \times H\left(K_{v_{2}}\right) \rightarrow F_{0}, \quad\left(x_{1}, x_{2}\right) \mapsto\left[\widetilde{x}_{1}, \widetilde{x}_{2}\right] \quad \text { for } \quad \widetilde{x}_{i} \in \theta_{0}^{-1}\left(x_{i}\right) .
$$

As we already mentioned, the group $H\left(K_{v_{i}}\right)$ does not contain any proper noncentral normal subgroups; hence $H\left(K_{v_{i}}\right)=\left[H\left(K_{v_{i}}\right), H\left(K_{v_{i}}\right)\right]$. Since $F_{0}$ is commutative, it follows that the pairing $c_{v_{1}, v_{2}}^{0}$ is trivial, and therefore the preimages $\theta_{0}^{-1}\left(H\left(K_{v_{1}}\right)\right)$ and $\theta_{0}^{-1}\left(H\left(K_{v_{2}}\right)\right)$ commute elementwise.

There exist unipotent $K$-subgroups $\mathscr{U}_{+}$and $\mathscr{U}_{-}$of $H$ such that $\varphi\left(\mathscr{U}_{ \pm}\right)$is contained in $U_{ \pm \alpha}$ but not in $U_{ \pm 2 \alpha}$. Then for any $u_{1} \in \mathscr{U}_{+}\left(K_{v_{1}}\right)$ and $u_{2} \in \mathscr{U}_{-}\left(K_{v_{2}}\right)$ we have

$$
c_{v_{1}, v_{2}}\left(\varphi\left(u_{1}\right), \varphi\left(u_{2}\right)\right)=\check{\varphi}\left(c_{v_{1}, v_{2}}^{0}\left(u_{1}, u_{2}\right)\right)=1
$$

where $\check{\varphi}: \check{H} \rightarrow \check{G}$ is induced by $\widehat{\varphi}$. Furthermore, the group $M(K)$ acts naturally on $F$ by conjugation, and for any $m \in M(K)$ and any $u_{1}, u_{2}$ as above we have

$$
\begin{equation*}
c_{v_{1}, v_{2}}\left(m \varphi\left(u_{1}\right) m^{-1}, m \varphi\left(u_{2}\right) m^{-1}\right)=m c_{v_{1}, v_{2}}\left(\varphi\left(u_{1}\right), \varphi\left(u_{2}\right)\right) m^{-1}=1 . \tag{7.2}
\end{equation*}
$$

We now note the following.

Lemma 7.8 (weak approximation for $M$ ). For any finite subset $V$ of $V^{K}$, the diagonal embedding $M(K) \hookrightarrow M_{V}:=\prod_{v \in V} M\left(K_{v}\right)$ has dense image.

Proof. By the Bruhat decomposition, the product map $\mu: U_{-\alpha} \times M \times U_{\alpha} \rightarrow G$ yields a $K$-isomorphism onto a Zariski-open set $\Omega \subset G$. Being simply connected, $G$ has weak approximation with respect to any finite set of places; i.e., the diagonal embedding $G(K) \hookrightarrow G_{V}$ is dense (cf. [31, Theorem 7.8]). Since $\Omega$ is $K$-open, the diagonal embedding $\Omega(K) \hookrightarrow \Omega_{V}$ is also dense, and our assertion follows.

Using this in conjunction with (7.2) and the continuity of $c_{v_{1}, v_{2}}$, we obtain

$$
c_{v_{1}, v_{2}}\left(X_{1}\left(u_{1}\right), X_{2}\left(u_{2}\right)\right)=\{1\} \quad \text { where } \quad X_{i}\left(u_{i}\right)=\left\{m_{i} \varphi\left(u_{i}\right) m_{i}^{-1} \mid m_{i} \in M\left(K_{v_{i}}\right)\right\} .
$$

Then also

$$
\begin{equation*}
c_{v_{1}, v_{2}}\left(\left\langle X_{1}\left(u_{1}\right)\right\rangle,\left\langle X_{2}\left(u_{2}\right)\right\rangle\right)=\{1\} \tag{7.3}
\end{equation*}
$$

where $\left\langle X_{i}\left(u_{i}\right)\right\rangle$ is the subgroup generated by $X_{i}\left(u_{i}\right)$. Now, it follows from our assumptions and the Zariski-density of $\mathscr{U}_{ \pm}(K)$ in $\mathscr{U}_{ \pm}$that one can pick $u_{1} \in \mathscr{U}_{+}(K)$ and $u_{2} \in \mathscr{U}_{-}(K)$ so that $\varphi\left(u_{1}\right) \notin U_{2 \alpha}(K)$ and $\varphi\left(u_{2}\right) \notin U_{-2 \alpha}(K)$. So, if we let $\nu_{ \pm \alpha}: U_{ \pm \alpha} \rightarrow U_{ \pm \alpha} / U_{ \pm 2 \alpha}=W_{ \pm \alpha}$ denote the quotient map, then $w_{1}=\nu_{\alpha}\left(\varphi\left(u_{1}\right)\right)$ and $w_{2}=\nu_{-\alpha}\left(\varphi\left(u_{2}\right)\right)$ are nontrivial elements in $W_{\alpha}(K)$ and $W_{-\alpha}(K)$. Taking into account the Zariski-density of $M(K)$ in $M$ (cf. [5, 18.3]) and applying Proposition 7.7, we see that for any field extension $P / K$, the $P$-vector space $W_{\alpha}(P)$ (respectively, $\left.W_{-\alpha}(P)\right)$ is spanned by $\rho_{\alpha}(M(P)) \cdot w_{1}$ (respectively, $\left.\rho_{-\alpha}(M(P)) \cdot w_{2}\right)$. On the other hand, since $\alpha\left(T_{\mathrm{s}}(P)\right)$ contains $P^{\times^{d}}$ for some $d \geq 1$ and $P$ is generated by $P^{\times^{d}}$ as an additive group, the additive subgroup of $W_{\alpha}(P)$ (respectively, $W_{-\alpha}(P)$ ) generated by $\rho_{\alpha}(M(P)) \cdot w_{1}$ (respectively, $\left.\rho_{-\alpha}(M(P)) \cdot w_{2}\right)$ is automatically a $P$-vector subspace. Altogether, this means that

$$
\begin{equation*}
\nu_{\alpha}\left(\left\langle X_{1}\left(u_{1}\right)\right\rangle\right)=W_{\alpha}\left(K_{v_{1}}\right) \quad \text { and } \quad \nu_{-\alpha}\left(\left\langle X_{2}\left(u_{2}\right)\right\rangle\right)=W_{-\alpha}\left(K_{v_{2}}\right) . \tag{7.4}
\end{equation*}
$$

Clearly, $U_{ \pm 2 \alpha}$ is contained in the center of $U_{ \pm \alpha}$, and since $U_{ \pm 2 \alpha}(P)$ coincides with the commutator subgroup of $U_{ \pm \alpha}(P)$ for any field extension $P / K$ (cf. [9, 5.3]; note that this fact is true over any infinite field of characteristic $\neq 2$ ), we conclude from (7.4) by passing to commutator subgroups that $\left\langle X_{1}\left(u_{1}\right)\right\rangle$ (respectively, $\left.\left\langle X_{2}\left(u_{2}\right)\right\rangle\right)$ contains $U_{2 \alpha}\left(K_{v_{1}}\right)$ (respectively, $U_{-2 \alpha}\left(K_{v_{2}}\right)$ ). Then (7.4) yields

$$
\left\langle X_{1}\left(u_{1}\right)\right\rangle=U_{\alpha}\left(K_{v_{1}}\right) \quad \text { and } \quad\left\langle X_{2}\left(u_{2}\right)\right\rangle=U_{-\alpha}\left(K_{v_{2}}\right) .
$$

Combining this with (7.3), we obtain ( $\star$ ), as required.
Remark 7.9. 1. Proposition 7.6 for $C=C_{0}$ is essentially due to Rajan and Venkataramana [45] and in fact goes back to Raghunathan's argument in [41, §3]. We note, however, that the discussion of the irreducibility of the action of $M$ on $W_{ \pm \alpha}$ (which is our Proposition 7.7) is limited in [45] to the groups $\mathrm{SO}(n, 1)$ and $\mathrm{SU}(n, 1)$, which are the main focus of that paper (see the penultimate paragraph in [45, p. 548]). It should also be pointed out that the assertion in the proof of [45, Theorem 7] that part (ii) of that theorem is a restatement of [41, Proposition 2.14] is not totally accurate as Proposition 2.14 of [41] involves one extra condition (see (iii) in its statement). Nevertheless, according to our Theorem A, the result described in [45, Theorem 7(ii)] is indeed valid, and not only for isotropic groups. In view of these technicalities, we chose - for the reader's convenience - to give a complete proof of Proposition 7.6.
2. It was pointed out in $[44,45]$ that the assertion of Proposition 7.6 has the following implication:

Given a congruence subgroup $\Gamma$ of $G(\mathcal{O}(S))$ and a nontrivial group homomorphism $\phi: \Gamma \rightarrow \mathbb{Z}$, there exists a congruence subgroup $\Delta$ of $H(\mathcal{O}(S))$ and an element $g \in G(K)$ such that $\Delta^{\prime}=g \Delta g^{-1}$ is contained in $\Gamma$ and the restriction $\phi \mid \Delta^{\prime}$ is nontrivial.

This is subsumed, however, in the "sandwich lemma" of Lubotzky [23, Lemma 2.4], which states that the above result is valid without any assumptions on the congruence kernels if $H(\mathcal{O}(S))$ satisfies the so-called Selberg property. We refer to [23] for precise definitions, and only mention that the Selberg property is in fact property $(\tau)$ for congruence subgroups. More importantly, the Selberg property is now known to hold in all situations (see [10], which concluded the efforts by various people), making the result of Lubotzky unconditional.

At the same time, proving Selberg's property even for $\mathrm{SL}_{2}$ requires the heavy machinery of the theory of automorphic forms, so the approach developed in [44, 45] provides an algebraic alternative in some cases. (From this perspective, our Proposition 7.5 yields an algebraic proof of the following fact: Given a congruence subgroup $\Gamma$ of the Bianchi group $\mathrm{SL}_{2}\left(\mathcal{O}_{d}\right)$, where $\mathcal{O}_{d}$ is the ring of integers in $K_{d}=\mathbb{Q}(\sqrt{-d})$ with $d$ a square-free integer $>0$, and a nontrivial homomorphism $\phi: \Gamma \rightarrow \mathbb{Z}$, there exists a congruence subgroup $\Delta$ of $\mathrm{SL}_{2}(\mathbb{Z})$ and $g \in \mathrm{SL}_{2}\left(K_{d}\right)$ such that $\Delta^{\prime}=g \Delta g^{-1}$ is contained in $\Gamma$ and the restriction $\phi \mid \Delta^{\prime}$ is nontrivial (this should be compared to the results in [58, $\left.\mathrm{n}^{\circ} 3.6\right]$ ).)
3. One can ask whether it is possible to strengthen Proposition 7.6 and prove that for an absolutely almost simple simply connected $K$-group $G$ and a proper $K$-subgroup $H$, the map of the congruence kernels $\iota_{G, H}^{(S)}: C^{(S)}(H) \rightarrow C^{(S)}(G)$ is actually surjective. This property can be helpful for proving the centrality of $C^{(S)}(G)$ in view of the following simple observation (cf. [39, Sect. 5.2, Proposition 2]): Assume that $G(K)$ does not contain any proper noncentral normal subgroups. If there exists a $K$-subgroup $H$ of $G$ which is fixed elementwise by a nontrivial $K$-automorphism $\sigma$ of $G$ such that $\iota_{G, H}^{(S)}$ is surjective, then $C^{(S)}(G)$ is central and hence finite. This observation (which can be traced back to [3]; see [39, Sect. 5.3] on how it can be used to establish the centrality of the congruence kernel for $\mathrm{SL}_{n}, n \geq 3$ ) was employed by Kneser [20] to prove that if $G=$ $\operatorname{Spin}_{n}(q)$ is the spinor group of a nondegenerate quadratic form $q$ over $K$ in $n \geq 5$ variables and $\operatorname{rk}_{S} G \geq 2$, then $C^{(S)}(G)$ is central. To this end, he proved that for any anisotropic $x \in K^{n}$ with the stabilizer $G(x)$ satisfying $\operatorname{rk}_{S} G(x) \geq 1$, the map $C^{(S)}(G(x)) \rightarrow C^{(S)}(G)$ is surjective (see [39, Sect. 5.2, Proposition 3] for an indication of the idea). Subsequently, analogs of these statements were established for groups of the classical types and type $\mathrm{G}_{2}$ in $[46,47,49,67,68]$. To give an example where $\iota_{G, H}^{(S)}$ is not surjective, we consider an imaginary quadratic extension $L / \mathbb{Q}$ and let $h$ be the corresponding 2-dimensional hyperbolic hermitian form. Set $f=h \perp g$, where $g$ is a 1-dimensional hermitian form, and consider the natural embedding of (absolutely almost simple simply connected) $\mathbb{Q}$-groups

$$
H:=\mathrm{SU}(h) \rightarrow \mathrm{SU}(f)=: G .
$$

We claim that for $S=\{\infty\}$, the map $\iota_{G, H}^{(S)}$ is not surjective. Indeed, it follows from the results of Kazhdan [18] and Wallach [70] that there exists a congruence subgroup $\Gamma$ of $G(\mathbb{Z})$ with infinite abelianization $\Gamma^{\mathrm{ab}}$, which immediately implies that the congruence kernel $C^{(S)}(G)$ is infinite (cf. [58, $\S 3])$. Since $H$ is fixed by the nontrivial automorphism $\sigma=\operatorname{Int} x$ of $G$, where $x=\operatorname{diag}(1,1,-1) \in$ $\mathrm{U}_{3}(f)$, this fact together with the above observation prevents $\iota_{G, H}^{(S)}$ from being surjective.

While $\iota_{G, H}^{(S)}$ may or may not be surjective, the available results (including those obtained in [44] for the embeddings $\mathrm{SO}(2 m-1,1) \rightarrow \mathrm{SU}(2 m-1,1)$ and $\mathrm{SO}(2 m-1,1) \rightarrow \mathrm{SO}(2 m+1,1)$ in the anisotropic case and for $C=C_{0}$ ) suggest that the assertion of Proposition 7.6 should always be true whenever $G$ and $H$ are absolutely almost simple simply connected $K$-groups and $\mathrm{rk}_{S} H>0$. If proven, this would simplify the verification of centrality in a number of cases.

Proof of Theorem D. Recall that here char $K=0$. Propositions 7.2 and 7.6 imply that it is enough to construct a $K$-homomorphism $\varphi: H=\mathrm{SL}_{2} \rightarrow G$ such that $\varphi(H) \cap\left(U_{\beta} \backslash U_{2 \beta}\right) \neq \varnothing$ for $\beta=\alpha$ and $-\alpha$. For this we consider the Lie algebra $\mathfrak{g}=L(G)$ of $G$ and pick a nonzero eigenvector $X \in \mathfrak{g}(K)$ for the adjoint action of the maximal $K$-split torus $T_{\mathrm{s}}$ with character $\alpha$. Applying the

Jacobson-Morozov lemma (cf. [16, Ch. III, Theorem 17]), we can find a $K$-subalgebra $\mathfrak{r} \subset \mathfrak{g}$ that contains $X$ and is isomorphic to $\mathfrak{s l}_{2}$. There exists an algebraic $K$-subgroup $R$ of $G$ with the Lie algebra $\mathfrak{r}$ (cf. [5, Corollary 7.9]), which is $K$-isogenous to $\mathrm{SL}_{2}$. Let $\mathscr{U}$ be a 1-dimensional unipotent $K$-subgroup of $R$ whose Lie algebra $L(\mathscr{U})$ is spanned by $X$, and let $\mathscr{T} \subset R$ be a 1 -dimensional $K$-split torus that normalizes $\mathscr{U}$. Then $\mathscr{T}$ and $T_{\text {s }}$ are conjugate by an element of $N_{G}(\mathscr{U})^{\circ}(K)$ (cf. [6]), and after performing this conjugation we can assume that $\mathscr{T}=T_{\mathrm{s}}$. Since $\mathfrak{r}$ also contains an eigenvector for $\operatorname{Ad} \mathscr{T}$ with character $-\alpha$, we obtain $R \cap\left(U_{\beta} \backslash U_{2 \beta}\right) \neq \varnothing$ for $\beta= \pm \alpha$, so a $K$-isogeny $\varphi: H=\mathrm{SL}_{2} \rightarrow R$ is a required homomorphism.

To conclude, we will briefly indicate how Theorem D can be partially extended to positive characteristic $p>2$. The main distinction is that if $p>0$ and $\mathrm{rk}_{S} G=1$, then the arithmetic and congruence topologies of $G$ may not coincide on $U_{ \pm \alpha}(K)$. So, to use our approach we need to pass to the reduced congruence kernel $\bar{C}^{(S)}(G)=C^{(S)}(G) / N$ where $N$ is the closed normal subgroup of $\widehat{G}^{(S)}$ generated by the kernels of the restrictions $\left.\pi^{(S)} \mid \widehat{U_{ \pm \alpha}(K}\right)$. Then Propositions 7.2 and 7.6 remain valid if one replaces the full congruence kernel with the reduced one in their statements. Furthermore, by going through the list of absolutely almost simple groups defined over a global field $K$ of characteristic $p>2$ and having $K$-rank 1, one verifies that there is a $K$-homomorphism $\varphi: H=\mathrm{SL}_{2} \rightarrow G$ such that $\varphi(H) \cap\left(U_{\beta} \backslash U_{2 \beta}\right) \neq \varnothing$ for $\beta= \pm \alpha$ (this assertion is false in characteristic 2). This puts all the ingredients of the proof of Theorem D in place, and taking into account the triviality of $M(S, G)$ in positive characteristic (cf. [36]), we arrive at the following conclusion: $\bar{C}^{(S)}(G)$ is generated as a closed normal subgroup of $\widehat{G}^{(S)} / N$ by a single element.

## Appendix. PROOF OF PROPOSITION 7.7

We will give the argument for $\left(W_{\alpha}, \rho_{\alpha}\right)$. Let $T$ be a maximal $K$-torus of $G$ containing $T_{\mathrm{s}}$, and let $\Phi=\Phi(G, T)$ be the corresponding (absolute) root system. We fix compatible orderings on $X(T) \otimes_{\mathbb{Z}} \mathbb{R}$ and $X\left(T_{\mathrm{s}}\right) \otimes_{\mathbb{Z}} \mathbb{R}$ so that $\alpha$ is positive. Let $\Phi^{+}$(respectively, $\Delta$ ) be the corresponding system of positive (respectively, simple) roots in $\Phi$. Furthermore, we let $\Delta_{0}$ denote the subset of $\Delta$ consisting of roots with trivial restriction to $T_{\mathrm{s}}$ (and then $\Delta \backslash \Delta_{0}$ is the set of distinguished roots). Since $\mathrm{rk}_{K} G=1$, it follows from the tables in [65] that $\left|\Delta \backslash \Delta_{0}\right| \leq 2$; note that any $\delta \in \Delta \backslash \Delta_{0}$ is taken to $\alpha$ by the restriction map $X(T) \rightarrow X\left(T_{\mathrm{s}}\right)$.

For $\beta \in \Phi$, we let $\mathscr{U}_{\beta}$ (respectively, $\mathfrak{g}_{\beta}$ ) denote the 1-dimensional connected unipotent subgroup of $G$ (respectively, the 1-dimensional root subspace of the Lie algebra $\mathfrak{g}=L(G)$ ) corresponding to $\beta$ (thus, $\mathfrak{g}_{\beta}=L\left(\mathscr{U}_{\beta}\right)$ ). Furthermore, we let $n_{\delta}(\beta)(\delta \in \Delta)$ denote the integers that arise in the decomposition $\beta=\sum_{\delta \in \Delta} n_{\delta}(\beta) \delta$. Let

$$
\Theta=\left\{\beta \in \Phi^{+} \mid \sum_{\delta \in \Delta-\Delta_{0}} n_{\delta}(\beta)=1\right\} .
$$

Clearly, $\Theta$ is precisely the set of roots $\beta \in \Phi$ that restrict to $\alpha$. It follows that $\mathfrak{u}=\sum_{\beta \in \Theta} \mathfrak{g}_{\beta}$ is the root space for $T_{\mathrm{s}}$ for the root $\alpha$ and hence is invariant under $\operatorname{Ad} M$, where $M=Z_{G}\left(T_{\mathrm{s}}\right)$. It is well-known that the vector spaces $W_{\alpha}=U_{\alpha} / U_{2 \alpha}$ and $\mathfrak{u}$ are isomorphic as $M$-modules. We also recall that for $\beta, \gamma \in \Phi$, we have

$$
\begin{equation*}
(\operatorname{Ad} g)\left(\mathfrak{g}_{\beta}\right) \subset \sum_{n \geq 1} \mathfrak{g}_{\beta+n \gamma} \quad \text { for any } \quad g \in \mathscr{U}_{\gamma}, \tag{A.1}
\end{equation*}
$$

where as usual we set $\mathfrak{g}_{\delta}=0$ if $\delta \in X(T)$ is not a root. Furthermore, since we exclude characteristic 2 and also type $\mathrm{G}_{2}$ (which does not have $K$-forms with $K$-rank 1 ), we have

$$
\begin{equation*}
\left[\mathfrak{g}_{\beta_{1}}, \mathfrak{g}_{\beta_{2}}\right]=\mathfrak{g}_{\beta_{1}+\beta_{2}} \quad \text { for any } \quad \beta_{1}, \beta_{2} \in \Phi . \tag{A.2}
\end{equation*}
$$

Lemma A.1. Fix $\delta_{0} \in \Delta \backslash \Delta_{0}$ and set $\Theta\left(\delta_{0}\right)=\left\{\beta \in \Theta \mid n_{\delta_{0}}(\beta)=1\right\}$. Then

$$
\mathfrak{u}\left(\delta_{0}\right):=\sum_{\beta \in \Theta\left(\delta_{0}\right)} \mathfrak{g}_{\beta}
$$

is an irreducible $M$-module.
Proof. The group $M$ is generated by $T$ and $\mathscr{U}_{\gamma}$ for those $\gamma \in \Phi$ that restrict trivially to $T_{\mathrm{s}}$. Since any such $\gamma$ is a linear combination of elements of $\Delta_{0}$, the inclusion (A.1) shows that $\mathfrak{u}\left(\delta_{0}\right)$ is Ad $M$-invariant. Let $\mathfrak{v} \subset \mathfrak{u}\left(\delta_{0}\right)$ be a nonzero $M$-invariant subspace. As $M$ contains $T$, we have $\mathfrak{v}=\bigoplus_{\beta \in \Theta^{\prime}} \mathfrak{g}_{\beta}$ for some nonempty subset $\Theta^{\prime} \subset \Theta\left(\delta_{0}\right)$ and $[\mathfrak{m}, \mathfrak{v}] \subset \mathfrak{v}$, where $\mathfrak{m}=L(M)$. For $\beta_{1}, \beta_{2} \in \Phi$, we will write $\beta_{1} \succ \beta_{2}$ if $\beta_{1}-\beta_{2}$ is a sum of positive roots. We claim that if $\beta_{1}, \beta_{2} \in \Theta\left(\delta_{0}\right)$ and $\beta_{1} \succ \beta_{2}$, then

$$
\begin{equation*}
\mathfrak{g}_{\beta_{1}} \subset \mathfrak{v} \quad \Leftrightarrow \quad \mathfrak{g}_{\beta_{2}} \subset \mathfrak{v} . \tag{A.3}
\end{equation*}
$$

Indeed, there exists a sequence of positive roots $\gamma_{1}, \ldots, \gamma_{r} \in \Phi^{+}$such that $\beta_{1}=\beta_{2}+\gamma_{1}+\ldots+\gamma_{r}$ and $\beta_{2}+\gamma_{1}+\ldots+\gamma_{i}$ is a root for $i=1, \ldots, r$ (see the proof of [8, Ch. VI, $\S 1, n^{\circ} 6$, Proposition 19]). Since $n_{\delta}\left(\beta_{1}\right)=n_{\delta}\left(\beta_{2}\right)$ for any $\delta \in \Delta \backslash \Delta_{0}$, we have $n_{\delta}\left(\gamma_{i}\right)=0$ and hence $\mathfrak{g}_{ \pm \gamma_{i}} \subset \mathfrak{m}$ for all $i$. So, if $\mathfrak{g}_{\beta_{1}} \subset \mathfrak{v}$, then using repeatedly $[\mathfrak{m}, \mathfrak{v}] \subset \mathfrak{v}$ together with (A.2), we obtain

$$
\mathfrak{g}_{\beta_{2}}=\left[\mathfrak{g}_{-\gamma_{1}},\left[\mathfrak{g}_{-\gamma_{2}},\left[\ldots\left[\mathfrak{g}_{-\gamma_{r}}, \mathfrak{g}_{\beta_{1}}\right] \ldots\right]\right]\right] \subset \mathfrak{v}
$$

and vice versa, proving (A.3). Note that for any $\beta \in \Theta\left(\delta_{0}\right)$ we have $\beta \succ \delta_{0}$, so using (A.3), we see that if $\mathfrak{g}_{\beta_{0}} \subset \mathfrak{v}$ for some $\beta_{0} \in \Theta\left(\delta_{0}\right)$, then $\mathfrak{g}_{\delta_{0}} \subset \mathfrak{v}$, and consequently $\mathfrak{g}_{\beta} \subset \mathfrak{v}$ for every $\beta \in \Theta\left(\delta_{0}\right)$. Thus, $\mathfrak{v}=\mathfrak{u}$, as claimed.

If $\Delta \backslash \Delta_{0}=\left\{\delta_{0}\right\}$ then the above lemma, together with the remarks made prior to its statement, immediately yields the irreducibility of $W_{\alpha}$. Now, suppose that $\Delta \backslash \Delta_{0}=\left\{\delta_{1}, \delta_{2}\right\}$. For $i=1,2$, set

$$
\mathfrak{u}_{i}=\sum_{\beta \in \Theta\left(\delta_{i}\right)} \mathfrak{g}_{\beta}
$$

where $\Theta\left(\delta_{i}\right)$ is the subset of $\Theta$ defined in Lemma A. 1 for $\delta_{0}=\delta_{i}$, and let $W_{i}$ be the subspace of $W$ corresponding to $\mathfrak{u}_{i}$. Then clearly $W=W_{1} \oplus W_{2}$, and according to Lemma A.1, each $W_{i}$ is an (absolutely) irreducible $M$-module. Let $T_{0}=Z(M)^{\circ}$ be the central torus of the (reductive) group $M$. Then the restrictions $\gamma_{i}=\delta_{i} \mid T_{0}$ for $i=1,2$ form a basis of $X\left(T_{0}\right) \otimes_{\mathbb{Z}} \mathbb{Q}$, and $W_{i}$ is the eigenspace of $T_{0}$ with the character $\gamma_{i}$. It follows that the $M$-submodule of $W$ containing $w=\left(w_{1}, w_{2}\right)$ with $w_{i} \in W_{i}$ contains $w_{1}$ and $w_{2}$ and hence coincides with $W$ if both $w_{1}$ and $w_{2}$ are nonzero.

Since $T_{0}$ is 2-dimensional and contains the 1-dimensional (maximal) split torus $T_{\mathrm{s}}$, it splits over a quadratic extension $L / K$, and then both subspaces $W_{1}$ and $W_{2}$ are defined over $L$. The nontrivial $\sigma \in \operatorname{Gal}(L / K)$ can either switch the weights $\gamma_{1}$ and $\gamma_{2}$ of $T_{0}$ or keep each of them fixed. However, in the second option $T_{0}$ would be $K$-split, which is not the case. Thus, $\sigma\left(\gamma_{1}\right)=\gamma_{2}$, and therefore $\sigma\left(W_{1}\right)=W_{2}$. It follows that if a nonzero $w \in W(K)$ is written in the form $w=\left(w_{1}, w_{2}\right)$ as above, then both $w_{1}$ and $w_{2}$ are automatically nonzero, so $w$ generates $W$ as $M$-module, implying that $W$ is $K$-irreducible.
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