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Abstract 

The present paper presents a relatively new non-linear method to predict academic achievement 
of high school students, integrating the fields of psychometrics and machine learning. A sample 
composed by 135 high-school students (10th grade, 50.34% boys), aged between 14 and 19 years 
old (M = 15.44, DP = 1.09), answered to three psychological instruments: the Inductive Reasoning 
Developmental Test (TDRI), the Metacognitive Control Test (TCM) and the Brazilian Learning Ap-
proaches Scale (BLAS-Deep Approach). The first two tests have a self-appraisal scale attached, so 
we have five independent variables. The students’ responses to each test/scale were analyzed us-
ing the Rasch model. A subset of the original sample was created in order to separate the students 
in two balanced classes, high achievement (n = 41) and low achievement (n = 47), using grades 
from nine school subjects. In order to predict the class membership a machine learning non-linear 
model named Random Forest was used. The subset with the two classes was randomly split into 
two sets (training and testing) for cross validation. The result of the Random Forest showed a 
general accuracy of 75%, a specificity of 73.69% and a sensitivity of 68% in the training set. In the 
testing set, the general accuracy was 68.18%, with a specificity of 63.63% and with a sensitivity of 
72.72%. The most important variable in the prediction was the TDRI. Finally, implications of the 
present study to the field of educational psychology were discussed. 

 
Keywords 
Machine Learning, Assessment, Prediction, Intelligence, Learning Approaches, Metacognition 

 

http://www.scirp.org/journal/psych
http://dx.doi.org/10.4236/psych.2014.518207
http://dx.doi.org/10.4236/psych.2014.518207
http://www.scirp.org/
mailto:hfgolino@gmail.com
mailto:cristianogomes@ufmg.br
http://creativecommons.org/licenses/by/4.0/


H. F. Golino et al. 
 

 
2047 

1. Introduction 
Machine learning is a relatively new science field composed by a broad class of computational and statistical 
methods to make predictions, inferences, and to discover new relations in data (Flach, 2012; Hastie, Tibshirani, 
& Friedman, 2009). There are two main areas within the machine learning field. The unsupervised learning fo-
cuses in the discovery and detection of new relationships, patterns and trends in data. The supervised learning 
area, by the other side, focuses in the prediction of an outcome using a given set of predictors. If the outcome is 
categorical, then the task to be accomplished is named classification, if it is numeric then the task is called re-
gression. 

There are several types of algorithms to perform classification and regression (Hastie et al., 2009). Among 
these algorithms, the tree based models are supervised learning techniques of special interest to the psychology 
and to the education research field. It can be used to discover which variable, or combination of variables, better 
predicts a given outcome, e.g. high or low academic achievement. It can identify the cutoff points for each vari-
able that maximally predict the outcome, and can also be applied to study the non-linear interaction effects of 
the independent variables and its relation to the quality of the prediction (Golino & Gomes, 2014). Within psy-
chology, there are a growing number of applications of the tree-based models in different areas, from ADHA 
diagnosis (Eloyan et al., 2012; Skogli et al., 2013) to perceived stress (Scott, Jackson, & Bergeman, 2011), sui-
cidal behavior (Baca-Garcia et al., 2007; Kuroki & Tilley, 2012), adaptive depression assessment (Gibbons et al., 
2013), emotions (Tian et al., 2014; van der Wal & Kowalczyk, 2013) and education (Blanch & Aluja, 2013; 
Cortez & Silva, 2008; Golino & Gomes, 2014; Hardman, Paucar-Caceres, & Fielding, 2013). 

The main benefit of using the tree-based models in psychology is that they do not make any assumption re-
garding normality, linearity of the relation between variables, homoscedasticity, collinearity or independency 
(Geurts, Irrthum, & Wehenkel, 2009). The tree-based models also do not demand a high sample-to-predictor ra-
tio and are more suitable to interaction effects (especially non-linearity) than the classical techniques, such as 
linear and logistic regression, ANOVA, MANOVA, structural equation modelling and so on. Finally, the tree- 
based models, especially the ensemble techniques, can lead to high prediction accuracy, since they are known as 
the state-of-the-art methods in terms of prediction accuracy (Flach, 2012; Geurts et al., 2009). The current paper 
focuses on the methodological aspects of the classification tree (Breiman, Friedman, Olshen, & Stone, 1984) and 
its most famous ensemble technique, Random Forest (Breiman, 2001a). To illustrate the use of tree-based mod-
els in educational psychology, the Random Forest algorithm will be used to predict levels of academic achieve-
ment of high school students (low vs. high). Finally, we will discuss the limits and possibilities of this new pre-
dictive method to the field of educational psychology.  

Recursive Partitioning and Ensemble Techniques 
A classification tree partitions the feature space into several distinct mutually exclusive regions (non-overlap- 
ping). Each region is fitted with a specific model that designates one of the classes to that particular space. The 
class is assigned to the region of the feature space by identifying the majority class in that region. In order to ar-
rive in a solution that best separates the entire feature space into more pure nodes (regions), recursive binary 
partition is used. A node is considered pure when 100% of the cases are of the same class, for example, low 
academic achievement. A node with 90% of low achievement and 10% of high achievement students is more 
“pure” then a node with 50% of each. Recursive binary partitions work as follows. The feature space is split into 
two regions using a specific cutoff from the variable of the feature space (predictor) that leads to the most purity 
configuration. Then, each region of the tree is modeled accordingly to the majority class. One or two original 
nodes are also split into more nodes, using some of the given predictors that provide the best fit possible. This 
splitting process continues until the feature space achieves the most purity configuration possible, with Rm re-
gions or nodes classified with a distinct Ck class. If more than one predictor is given, then the selection of each 
variable used to split the nodes will be given by the variable that splits the feature space into the most purity 
configuration. In a classification tree, the first split indicates the most important variable, or feature, in the pre-
diction. Let’s take a look in Figure 1 to see how a classification tree looks like. 

Figure 1 shows the classification tree presented by Golino and Gomes (2014) with three predictors of the 
academic achievement (high and low) of medicine students: The Metacognitive Control Test (TCM), Deep 
Learning Approach (DeepAp) and the Self-Appraisal of the Inductive Reasoning Developmental Test (SA_ 
TDRI). The most important variable in the prediction was TCM, since it was the predictor located at the first  
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Figure 1. A classification tree from Golino and Gomes (2014).  

 
split of the classification tree. The first split indicates the variable that separates the feature space into two purest 
nodes. In the case shown in Figure 1, 52.50% of the sample used to grow the tree had a TCM score smaller than 
−1.295, and were classified as having a low academic achievement. The remaining 47.5% had a TCM score 
greater than −1.295, and were classified in the low or in the high achievement class accordingly their scores on 
the DeepAp and on the SA_TDRI. Those with a TCM score greater than −1.295 and a DeepAp score greater 
than .545 were classified as belonging to the high achievement class. The same occurred to those with a TCM 
score greater than −1.295, a DeepAp score lower than .545 and a SA_TDRI score greater than 2.26. Finally, the 
participants with a TCM score greater than −1.295, a DeepAp score lower than .545 but with a SA_TDRI score 
smaller than 2.26 were classified as belonging to the low achievement group. This classification tree presented a 
total accuracy of 72.50%, with a sensitivity of 57.89% and a specificity of 85.71% (Golino & Gomes, 2014).  

Geurts, Irrthum and Wehenkel (2009) argue that learning trees are among the most popular algorithms of 
machine learning due to its interpretability, flexibility and ease of use. Interpretability referrers to its easiness of 
understanding. It means that the model constructed to map the feature space (predictors) into the output space 
(dependent variable) is easy to understand, since it is a roadmap of if-then rules. The description of Figure 1 
above shows exactly that. James, Witten, Hastie and Tibshirani (2013) points that the tree models are easier to 
explain to people than linear regression, since it mirrors more the human decision-making then other predictive 
models. Flexibility means that the tree techniques are applicable to a wide range of problems, handles different 
kind of variables (including nominal, ordinal, interval and ratio scales), are non-parametric techniques and does 
not make any assumption regarding normality, linearity or independency (Geurts et al., 2009). Furthermore, it is 
sensible to the impact of additional variables to the model, being especially relevant to the study of incremental 
validity. It also assesses which variable or combination of them, better predicts a given outcome, as well as cal-
culates which cutoff values are maximally predictive of it. Finally, the ease of use means that the tree based 
techniques are computationally simple, yet powerful.  

In spite of the qualities of the learning trees, it suffers from two related limitations. The first one is known as 
the overfitting issue. Since the feature space is linked to the output space by recursive binary partitions, the tree 
models can learn too much from data, modeling it in such a way that may turn out a sample dependent model. 
Being sample dependent, in the sense that the partitioning is too suitable to the data set in hand, it will tend to 
behave poorly in new data sets. Golino and Gomes (2014) showed that in spite of having a total accuracy of 
72.50% in the training sample, the tree presented in Figure 1 behaved poorly in a testing set, with a total accu-
racy of 64.86%. The difference between the two data sets is due to the overfit of the tree to the training set.   

The second issue is exactly a consequence of the overfitting, and is known as the variance issue. The predic-
tive error in a training set, a set of features and outputs used to grown a classification tree for the first time, may 
be very different from the predictive error in a new test set. In the presence of overfitting, the errors will present 
a large variance from the training set to the test set used, as shown by the results of Golino and Gomes (2014). 
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Additionally, the classification tree does not have the same predictive accuracy as other classical machine learn-
ing approaches (James et al., 2013). In order to prevent overfitting, the variance issue and also to increase the 
prediction accuracy of the classification trees, a strategy named ensemble trees can be used.  

The ensemble trees are simply the junction of several models to perform the classification task based on the 
prediction made by every single tree. The most famous ensemble tree algorithm is the Random Forest (Breiman, 
2001a), that is used to increase the prediction accuracy, decrease the variance between data sets and to avoid 
overfitting.  

The procedure takes a random subsample of the original data set (with replacement) and of the feature space 
to grow the trees. The number of the selected features (variables) is smaller than the number of total elements of 
the feature space. Each tree assigns a single class to the each region of the feature space for every observation. 
Then, each class of each region of every tree grown is recorded and the majority vote is taken (Hastie et al., 
2009; James et al., 2013). The majority vote is simply the most commonly occurring class over all trees. As the 
Random Forest does not use the entire observations (only a subsample of it, usually 2/3), the remaining observa-
tions (known as out-of-bag, or OOB) is used to verify the accuracy of the prediction. The out-of-bag error can be 
computed as a “valid estimate of the test error for the bagged model, since the response for each observation is 
predicted using only the trees that were not fit using that observation” (James et al., 2013: p. 323).  

As pointed by Breiman (2001a), the number of selected variables is held constant during the entire procedure 
for growing the forest, and usually is set to square-root of the total number of variables. Since the Random For-
est subsamples the original sample and the predictors, it is considered an improvement over other ensemble trees, 
as the bootstrap aggregating technique (Breiman, 2001b), or simply bagging. Bagging is similar to Random 
Forest, except for the fact that does not subsample the predictors. Thus, bagging creates correlated trees (Hastie 
et al., 2009), which may affect the quality of the prediction. The Random Forest algorithm decorrelates the trees 
grown, and as a consequence it also decorrelates the errors made by each tree, yielding a more accurate predic-
tion.  

Why decorrelating the trees is so important? Following the example created by James et al. (2013), imagine 
that we have a very strong predictor in our feature space, together with other moderately strong predictors. In the 
bagging procedure, the strong predictor will be in the top split of most of the trees, since it is the variable that 
better separates the classes available in our data. By consequence, the bagged trees will be very similar to each 
other, making the predictions and the errors highly correlated. This may not lead to a decrease in the variance if 
compared to a single tree. The Random Forest procedure, on the other hand, forces each split to consider only a 
subset of the features, opening chances for the other variables to do their job. The strong predictor will be left 
out of the bag in a number of situations, making the trees very different from each other. Therefore, the resulting 
trees will present less variance in the classification error and in the OOB error, leading to a more reliable predic-
tion. In sum, the Random Forest is an ensemble of trees that improves the prediction accuracy, decreases va-
riance and avoids overfitting by using only a subsample of the observations and a subsample of predictors. It has 
two main tuning parameters. The first is the size of the subsample of features used in each split (mtry), which is 
mandatory to be smaller than the total number of features, and is usually set as the square root of the total num-
ber of predictors. The second tuning parameter is the number of trees to grow (ntree). 

The present paper investigates the prediction of academic achievement of high-school students (high achieve- 
ment vs. low achievement) using two psychological tests and one educational scale: the Inductive Reasoning 
Developmental Test (TDRI), the Metacognitive Control Test (TCM) and the Brazilian Learning Approaches 
Scale (BLAS-Deep approach). The first two tests have a self-appraisal scale attached, so we have five indepen-
dent variables. In the next section will be presented the participants, instruments used and the data analysis pro-
cedures.  

2. Method 
2.1. Participants 
The sample is composed by 135 high-school students (10th grade, 50.34% boys), aged between 14 and 19 years 
old (M = 15.44, DP = 1.09), from a public high-school from [omitted as required by the review process]. The 
sample was selected by convenience, and represents approximately 90% of the students of the 10th grade. The 
students received a letter inviting them to be part of the study. Those who agreed in participating signed a in-
form consent, and confirmed they would be present in the schedule days to answer all the instruments.  
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2.2. Measures and Procedures 
2.2.1. The Inductive Reasoning Developmental Test (TDRI) and Its Self-Appraisal Scale (SA_TDRI) 
The Inductive Reasoning Developmental Test (TDRI) was developed by Gomes and Golino (2009) and by Go-
lino and Gomes (2012) to assess developmental stages of reasoning based on Common’s Hierarchical Complex-
ity Model (Commons, 2008; Commons & Pekker, 2008; Commons & Richards, 1984) and on Fischer’s Dy-
namic Skill Theory (Fischer, 1980; Fischer & Yan, 2002). This is a pencil-and-paper test composed by 56 items, 
with a time limit of 100 minutes. Each item presents five letters or set of letters (see Figure 2), being four with 
the same rule and one with a different rule. The task is to identify which letter or set of letters have the different 
rule. 

Golino and Gomes (2012) evaluated the structural validity of the TDRI using responses from 1459 Brazilian 
people (52.5% women) aged between 5 to 86 years (M = 15.75, SD = 12.21). The results showed a good fit to 
the Rasch model (INFIT mean = .96; SD = .17) with a high separation reliability for items (1.00) and a moderately 
high for people (.82). The item’s difficulty distribution formed a seven cluster structure with gaps between them, 
presenting statistically significant differences in the 95% C.I. level (t-test). The CFA showed an adequate data fit 
for a model with seven first-order factors and one general factor [χ2 (61) = 8832.594, p = .000, CFI = .96, 
RMSEA = .059]. The latent class analysis showed that the best model is the one with seven latent classes (AIC: 
263.380; BIC: 303.887; Loglik: −111.690). The TDRI test has a self-appraisal scale attached to each one of the 
56 items. In this scale, the participants are asked to appraise their achievement on the TDRI items, by reporting 
if he/she passed or failed the item. The scoring procedure of the TDRI self-appraisal scale works as follows. The 
participant receive a score of 1 in two situations: 1) if the participant passed the ith item and reported that he/she 
passed the item, and 2) if the participant failed the ith item and reported that he/she failed the item. On the other 
hand, the participant receives a score of 0 if his appraisal does not match his performance on the ith item: 1) he/ 
she passed the item, but reported that failed it, and 2) he/she failed the item, but reported that passed it.  

2.2.2. The Metacognitive Control Test (TCM) and Its Self-Appraisal Scale (SA_TCM) 
The Metacognitive Control Test (TCM) was developed by Golino and Gomes (2013) to assess the ability of 
people to control intuitive answers to logical-mathematical tasks. The test is based on Shane Frederick’s Cogni-
tive Reflection Test (Frederick, 2005), and is composed by 15 items. The structural validity of the test was as-
sessed by Golino and Gomes (2013) using responses from 908 Brazilian people (54.8% women) aged between 9 
to 86 years (M = 27.70, SD = 11.90). The results showed a good fit to the Rasch model (INFIT mean = 1.00; SD 
= .13) with a high separation reliability for items (.99) and a moderately high for people (.81). The TCM also 
has a self-appraisal scale attached to each one of its 15 items. The TCM self-appraisal scale is scored exactly as 
the TDRI self-appraisal scale: an incorrect appraisal receives a score of 0, and a correct appraisal receives a 
score of 1. 

2.2.3. The Brazilian Learning Approaches Scale (EABAP) 
The Brazilian Learning Approaches Scale (EABAP) is a self-report questionnaire composed by 17 items, de-
veloped by Gomes and colleagues (Gomes, 2010; Gomes, Golino, Pinheiro, Miranda, & Soares, 2011). Nine 
items were elaborated to measure deep learning approaches, and eight items measure surface learning approach-
es. Each item has a statement that refers to a student’s behavior while learning. The student considers how much 
of the behavior described is present in his life, using a Likert-like scale ranging from (1) not at all, to (5) entirely 
present. BLAS presents reliability, factorial structure validity, predictive validity and incremental validity as 
good marker of learning approaches. These psychometrical proprieties are described respectively in Gomes et al. 
(2011), Gomes (2010), and Gomes and Golino (2012). In the present study only the deep learning approach 
items (DeepAp) were used. We will analyze only the nine deep approach items using the partial credit Rasch 
model.   
 

 
Figure 2. Example of TDRI’s item 1 (from the first developmental stage assessed).                  
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2.3. Data Analysis 
2.3.1. Estimating the Students’ Ability in Each Test/Scale 
The student’s ability estimates on the inductive reasoning developmental test, on the metacognitive control test, 
on the Brazilian learning approaches scale, and on the self-appraisal scales were computed using the original 
data set of each test/scale, through the software Winsteps (Linacre, 2012). This procedure was followed in order 
to achieve reliable estimates, since only 135 students answered the tests. The mixture of the original data set 
from each test to the high-school students’ answers did not significantly change the reliability or fit to the mod-
els used. A summary of the separation reliability and fit of the items, the separation reliability of the sample (af-
ter adding the data from the high-school students) and the statistical model used is provided in Table 1. 

2.3.2. Defining the Achievement Classes (High vs. Low) 
The final grade in the following nine school subjects was provided by the school at the end of the academic year: 
arts, philosophy, physics, history, informatics, math, chemistry, sociology and Brazilian Portuguese. The final 
grades ranged from 0 to 10, and the students were considered approved in the academic year in each school sub-
ject only if he/she had a grade equal to or above seven. Students with grades lower than seven in a particular 
school subject are submitted to an additional assessment. Finally, those with an average grade of seven or more 
are considered able to proceed to the next school grade (11th grade). Otherwise, the students need to re-do the 
current grade (10th grade). From the total sample, only 65.18% (n = 88) were considered able to proceed to the 
next school year and 34.81% (n = 47) were requested to re-do the 10th grade. These two groups could be used to 
compose the high and the low achievement classes. However, since the tree-based models require balanced 
classes (i.e., classes with approximately the same number of cases) we needed to subset the high achievement 
class (those who proceeded to the next school grade) in order to obtain a subsample closer to the low achieve-
ment class size (those who would need to re-do the 10th grade). Therefore, we computed the mean final grade 
over all nine grades for every student, and verified the mean of each group of students. Those who passed to the 
next school grade had a mean final grade of 7.69 (SD = .48), while those who would need to re-do the 10th 
grade had a mean final grade of 6.06 (SD = 1.20). We select every student with a mean final grade equals to or 
higher than 7.69 (n = 41) and called them the “high achievement” group. The 47 students that would need to re- 
do the 10th grade formed the “low achievement” group. Finally, we had 88 students divided in two balanced 
classes.  

2.3.3. Machine Learning Procedures 
The sample was randomly split in two sets with equal sizes, training and testing, for cross-validation. The train-
ing set is used to grow the trees, to verify the quality of the prediction in an exploratory fashion, and to adjust 
the tuning parameters. Each model created using the training set is applied in the testing set to verify how it per-
forms on a new data set. 

Since the single trees usually lead to overiftting and to high variance between datasets, we used only the 
Random Forest algorithm through the random Forest package (Liaw & Wiener, 2012) of the R software (R De-
velopment Core Team, 2011). As pointed in the introduction, the Random Forest has two main tuning parame-
ters: the number of trees (ntree) and the number of variables used (mtry). We set mtry as two, because is the  

 
Table 1. Item reliability, item fit, person reliability, person fit and model used by instrument.                                     

Test Item  
reliability 

Item INFIT  
(mean, SD) 

Person  
reliability 

Person INFIT  
(mean, SD) Model 

Inductive reasoning developmental test (TDRI) 1.00 .98, .17 .85 .98, .91 Dichotomous Rasch Model 

TDRI’s self-appraisal scale (SA_TDRI) .98 .98, .11 .79 .97, .31 Dichotomous Rasch Model 

Metacognitive control test (TCM) .99 1.00, .13 .80 .99, .31 Dichotomous Rasch Model 

TCM’s self-appraisal scale (SA_TCM) .98 1.02, .26 .74 .98, .20 Dichotomous Rasch Model 

Brazilian learning approaches scale— 
Deep learning items (DeepAp) .99 1.00, .08 .80 1.01, .69 Partial Credit Rasch Model 

Inductive reasoning developmental test (TDRI) 1.00 .98, .17 .85 .98, .91 Dichotomous Rasch Model 
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integer closest to the square root of the total number of predictors (5), and ntree as 10,000. In order to verify the 
quality of the prediction both in the training (modeling phase) and in the testing set (cross-validation phase), the 
total accuracy, the sensitivity and specificity were used. Total accuracy is the proportion of observations cor-
rectly classified: 

( )1

E

i k
x TE

Acc I y C
n T ∈
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where En T  is the number of observations in the testing set. In spite of being an important indicator of the  
general prediction’s quality, the total accuracy is not an informative measure of the errors in each class. For 
example, a general accuracy of 80% can represent an error-free prediction for the C1 class, and an error of 40% 
for the C2 class. In the educational scenario, it is preferable to have lower error in the prediction of the low 
achievement class, since students at risk of academic failure compose this class. So, the sensitivity will be pre-
ferred over general accuracy and specificity. The sensitivity is the rate of observations correctly classified in a 
target class, e.g. C1 = low achievement, over the number of observations that belong to that class: 
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Specificity, on the other hand, is the rate of correctly classified observations of the non-target class, e.g. C2 = 
high achievement, over the number of observations that belong to that class: 
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Finally, the model construct in the training set will be applied in the testing set for cross-validation. Since the 
Random Forest is a black box technique—i.e. there is only a prediction based on majority vote and no “typical 
tree” to look at the partitions—to determine which variable is important in the prediction one importance meas-
ure will be used: the mean decrease of accuracy. It indicates how much in average the accuracy decreases on the 
out-of-bag samples when a given variable is excluded from the model (James et al., 2013).  

2.3.4. Descriptive Analysis Procedures 
After estimating the student’s ability in each test or scale the Shapiro-Wilk test of normality will be conducted in 
order to discover which variables presented a normal distribution. To verify if there is any statistically signifi-
cant difference between the students’ groups (high achievement vs. low achievement) the two-sample T test will 
be conducted in the normally distributed variables and the Wilcoxon Sum-Rank test in the non-normal variables, 
both at the .05 significance level. In order to estimate the effect sizes of the differences, the R’s compute.es 
package (Del Re, 2013) is used. This package computes the effect sizes, along with their variances, confidence 
intervals, p-values and the common language effect size (CLES) indicator using the p-values of the significance 
testing. McGraw and Wong (1992) developed the CLES indicator as a more intuitive tool than the other effect 
size indicators. It converts an effect into a probability that a score taken at random from one distribution will be 
greater than a score taken at random from another distribution (McGraw & Wong, 1992). In other words, it ex-
presses how much (in %) the score from one population is greater than the score of the other population if both 
are randomly selected (Del Re, 2013). 

3. Results 
3.1. Descriptive 
The Brazilian Learning Approaches Scale (Deep Learning) presented a normal distribution (W = .99, p-value 
= .64), while all the other four variables presented a p-value smaller than .001. There was a statistically signifi-
cant difference at the 99% level between the high and the low achievement groups in the median Rasch score of 
the Inductive Reasoning Developmental ( x High = 2.14, σ2 = 5.80, x Low = −1.47, σ2

Low = 15.52, W = 1359, p 
< .01), in the median Rasch score of the Metacognitive Control Test ( x High = −1.03, σ2 = 7.29, x Low = −3.40, 
σ2

Low = 4.37, W = 928, p < .01), in the median Rasch score of the TDRI’s self-appraisal scale ( x High = 2.03, σ2 = 
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3.01, x Low = 1.16, σ2
Low = 4.66, W = 1152, p < .001), in the median Rasch score of the TCM’s self-appraisal 

scale ( x High = 1.07, σ2 = 4.18, x Low = −1.08, σ2
Low = 2.45, W = 954, p < .01) and in the mean Rasch score of the 

Brazilian learning approaches scale-deep approach ( x High = 1.13, σ2 = .80, x Low = .50, σ2
Low = .61, t(37) = 3.32, 

p < .01). The effect sizes, its 95% confidence intervals, variance, significance and common language effect sizes 
are described in Table 2. 

According to Cohen (1988), the effect size is considered small when it is between .20 and .49, moderate be-
tween .50 and .79 and large when values are over .80. Only the difference in the Rasch score of the inductive 
reasoning developmental test presented a large effect size (d = .88, p < .05).  

As pointed before, the common language effect size indicates how often a score sampled from one distribu-
tion is greater than the score sampled from the other distribution if both are randomly selected (McGraw & 
Wong, 1992). Then, considering the common language effect size, the probability that a TDRI score taken at 
random from the high achievement group is greater than a TDRI score taken at random of the low achievement 
group is 73.41%. It means that out of 100 TDRI scores from the high achievement group, 73.41 will be greater 
than the TDRI scores of the low achievement group. The Rasch scores of the other tests have moderate effect 
sizes. Their common language effect size varied from 64.92% to 70.10%, meaning that the probability of a score 
taken at random at the high achievement group be greater than a score taken at random in the low achievement 
group is at least 64.92% and at most 70.10%. Figure 3 shows the mean score for each test and its 95% confi-
dence interval by both classes (low and high). 

3.2. Machine Learning Results 
The result of the Random Forest model with 10,000 trees showed an out-of-bag error rate of .29, a total accuracy 
of 75.00%, a sensitivity of 68.00% and a specificity of 73.69%. The mean decrease accuracy showed the induc-
tive reasoning developmental stage (TDRI) as the most important variable in the prediction, since when it is left 
out of the prediction the accuracy decreases 66.22% in average. The second most important variable is the deep 
learning approach, which is associated with a mean decrease accuracy of 28.45% when is not included in the 
predictive model. In third place is the metacognitive control test (19.68%); in the fourth position is the TDRI 
self-appraisal scale (19.50%), followed by the TCM self-appraisal scale (5.78%). Figure 4 shows the high 
achievement prediction error (green line), the out-of-bag error (red line) and the low achievement prediction er-
ror (black line) per tree. The errors become more stable with approximately more than 1700 trees. 

The predictive model constructed in the training set was applied in the testing set for cross-validation. It pre-
sented a total accuracy of 68.18%, a sensitivity of 72.72% and a specificity of 63.63%. There was a difference of 
6.82% in the total accuracy, of 2.28% in the sensitivity, and of 10.06% in the specificity. 

4. Discussion 
The present paper briefly introduced the concept of recursive partitioning used in the tree-based models of ma-
chine learning. The tree-based models are very useful to study the role of psychological and educational con-
structs in the prediction of academic achievement. Unlike the most classical approaches, such as linear and lo-
gistic regression, as well as the structural equation modeling, the tree-based models do not make assumptions 
about the normality of data, the linearity of the relation between the variables, neither requires homoscedasticity, 
collinearity or independence (Geurts, Irrthum, & Wehenkel, 2009). A high predictor-to-sample ratio can be used  

 
Table 2. Tests, effect sizes and common language effect size (CLES).                                                   

Test Effect size of 
the difference (d) 95% C.I. (d) σ2 (d) p-value (d) CLES 

Inductive reasoning developmental test (TDRI) .88 .43, 1.34 .05 .00 73.41% 

Metacognitive control test (TCM) .59 .11, 1.06 .06 .02 66.05% 

TDRI’ self-appraisal scale (SA_TDRI) .54 .10, .99 .05 .02 64.92% 

TCM’ self-appraisal scale (SA_TCM) .65 .17, 1.12 .06 .01 67.62% 

EABAP (DeepAp) .75 .27, 1.22 .06 .00 70.10% 
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Figure 3. Score means and its 95% confidence intervals for each test, by class (high vs. low academic achievement).                

 

 
Figure 4. Random Forest’s out-of-bag error (red), high achievement prediction error (green) and low achievement predic- 
tion error (blue).                                                                                                 
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without harm to the quality of the prediction, and missingness is well handled by the prediction algorithms. The 
tree-based models are also more suitable to non-linear interaction effects than the classical techniques. When 
several trees are ensemble to perform a prediction it generally leads to a high accuracy (Flach, 2012; Geurts et 
al., 2009), decreasing the chance of overfitting and diminishing the variance between datasets. The focus of the 
current paper was the application of this relatively new predictive method in the educational psychology field. 

Psychology is taking advantage of the tree-based models in a broad set of applications (Baca-Garcia et al., 
2007; Eloyan et al., 2012; Gibbons et al., 2013; Kuroki & Tilley, 2012; Scott, Jackson, & Bergeman, 2011; 
Skogli et al., 2013; Tian et al., 2014; van der Wal & Kowalczyk, 2013). Within education, Blanch and Aluja 
(2013), Cortes and Silva (2008) and Golino and Gomes (2014) applied the tree-based models to predict the aca-
demic achievement of students from the secondary and tertiary levels using a set of psychological and so-
cio-demographic variables as predictors. The discussion of their methods and results are beyond the scope of the 
current paper, since we focused on the methodological aspects of machine learning, and how it can be applied in 
the educational psychology field. 

In the present paper we showed the Rasch scores of the tests and scales used significantly differentiated the 
high achievement from the low achievement 10th grade students. Inductive reasoning presented a large effect 
size, while the deep learning approach, metacognitive control and self-appraisals presented moderate effect sizes. 
The random forest prediction lead to a total accuracy of 75%, a sensitivity of 68% and a specificity of 73.69% in 
the training set. The testing set result was a little bit worse, with a total accuracy of 68.18%, a sensitivity of 
72.72% and a specificity of 63.63%. The most important variable in the prediction was the inductive reasoning 
that was associated with a mean decrease accuracy of 66.22% when left out of the prediction bag. The deep 
learning approach was the second most important variable (mean decrease accuracy of 28.45%), followed by 
metacognitive control (19.68%), TDRI self-appraisal (19.50%) and TCM self-appraisal (5.78%). This result 
reinforces previous findings that showed incremental validity of the learning approaches in the explanation of 
academic performance beyond intelligence, using traditional techniques (Chamorro-Premuzic & Furnham; 2008; 
Furnham Monsen, & Ahmetoglu, 2009; Gomes & Golino, 2012). It also reinforces the incremental validity of 
metacognition, over intelligence, in the explanation of academic achievement (van der Stel & Veenman, 2008; 
Veenman & Beishuizen, 2004).  

5. Conclusion 
The application of machine learning models in the prediction of academic achievement/performance, especially 
the tree-based models, represents an innovative complement to the traditional techniques such as linear and lo-
gistic regression, as well as structural equation modelling (Blanch & Aluja, 2013). More than the advantages 
pointed earlier, the tree-based models can help us to understand the non-linear interactions between psycho- 
educational variables in the prediction of academic outcomes. These machine learning models not only represent 
an advance in terms of prediction accuracy, but also represent an advance in terms of inference. Future studies 
could benefit from employing a larger and broader sample, involving students from different schools. It would 
also be interesting to investigate, in the future, the impact of varying the tuning parameters of the random forest 
model in the accuracy, sensitivity, specificity and variability of the prediction. 
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