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Abstract. We study the partial ordering on isomorphism classes of central simple algebras
over a given field F , defined by setting A1 ≤ A2 if deg A1 = deg A2 and every étale
subalgebra of A1 is isomorphic to a subalgebra of A2, and generalizations of this notion to
algebras with involution. In particular, we show that this partial ordering is invariant under
passing to the completion of the base fieldwith respect to a discrete valuation, andwe explore
how this partial ordering relates to the exponents of algebras.

1. Introduction

Throughout, F denotes a given fieldwith separable closure Fs . A recurrent question
in the study of central simple algebras or central division algebras is how much
structural information is encoded in an algebra’s subfields, or more generally, its
étale subalgebras. In [4,7,23] (resp. [15]) central simple algebras having the same
subfields (resp. splitting fields) were investigated. In this paper, we investigate
central simple algebras split by all (commutative) étale subalgebras of a given
central simple algebra, by introducing and analyzing the following partial order
relation on central simple algebras:

Definition 1.1. Let A1, A2 be central simple algebras over F . We write A1 � A2
if every commutative étale subalgebra of A1 is isomorphic to a subalgebra of A2.
We write A1 ≤ A2 if A1 � A2 and the two algebras have equal degree.
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We consider the following questions:

Question 1.2. Given a central simple algebra A, what can we say about the col-
lection of algebras B such that A ≤ B? For example, is the set of isomorphism
classes of such B finite? Furthermore, is the exponent of B constrained in terms of
the exponent of A?

We show that for a large class of naturally arising fields F , those with “trivial
unramified Brauer group,” which we refer to as “transparent fields,” (see Sect. 2.3),
if D ≤ B for D a central division algebra, then the exponent of B divides the
exponent of D (Theorem A).

Further, under the hypothesis that the unramified Brauer group of a field is
finite, which we refer to as a translucent field (see Sect. 2.3), and under some mild
additional hypothesis, we show that if D is a central division algebra, then the set
of isomorphism classes of algebras A such that D ≤ A is finite (Theorem 4.22;
Theorem 4.23 as a special case). In fact, for the finiteness of the genus it is enough
to have the finiteness of the n-torsion in the Brauer group, which is a much easier
condition to verify then the finiteness of the whole Brauer group.

On the other hand, we show that for more general fields, not finitely generated,
that both of these statements are no longer true. We construct (central) division
algebras D for which one can find a division algebra B such that D < B but the
exponent of B is strictly bigger than the exponent of D (Note that our construction
in fact yields infinitely many choices for such B, cf. Corollary 3.6.)

In case that the algebras also happen to admit involutions,we similarly shall con-
sider in 8 how much information is carried by those commutative étale subalgebras
which are invariant under the involution.We get analogous results in Theorem 8.41,
but lacking the case that the involution is of second kind with LB cyclic over Fτ

in the notation there.

2. Preliminaries

2.1. Notation

We write “csa” for an F-central simple algebra, and “cda” for an F-central, finite
dimensional division algebra. At times we will write a central simple algebra A/F
or a division algebra D/F when F is the center of A or D respectively. The index
of A is the degree of its underlying division algebra. We let A× denote the group
of invertible elements of A. For a csa A/F and a subalgebra B ⊂ A, we write AB

to denote the centralizer of B in A. For an algebra B/F , we write r B to denote
the direct product algebra ×r B of r copies of B. F[[x]] denotes the ring of formal
power series in one variable x over F , and F((x)) its field of fractions. For a field
extension K/F, we write resK/F A for A ⊗F K .

Remark 2.1. It is well known that any cda D of degree n = p j1
1 . . . p jt

t , where
p1, . . . , pt are distinct primes, can be written as a tensor product D1 ⊗ · · · ⊗
Dt , where Di is a central division F-algebra of degree p ji

i . Furthermore, a field
extension K of F of degree n is F-isomorphic to a (maximal) subfield of D if and
only if it splits D. (See [13, Ch. 4] or [22, Corollary 24.37, Theorem 4.66].)
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2.2. Discrete valuations and ramification

Complete discrete valued fields will play an essential role in this paper. Many of
the standard facts we recall here can be found (in a more general context) in [14]
or in [32].

Let F be a field complete with a discrete valuation v, valuation ring R, uni-
formizer π , and residue field F̄ . Funr denotes the compositum of the unramified
extensions of F in Fs . For a division algebra D/F we may uniquely extend the
valuation v to D, and we also denote this extension by v. Assume that the charac-
teristic of F does not divide n = deg D. We say that D is tame if D is split by an
unramified extension of F ; then, by ( [14, Lemma 5.14]), D is Brauer equivalent
to D′ ⊗ �(L/F, σ, π), where L/F is unramified with Galois group 〈σ 〉, D′/F is
unramified (which means v(D′) = v(F)), and π is a uniformizer of F .

Identifying Gal(F̄ s/F̄) = Gal(Funr/F), the valuation on Funr induces a
so-called “ramification map,” (also known as the residue map)

ρv : Br(Funr/F) → H2(F̄, Z) = H1(F̄, Q/Z).

Since Q/Z here is a trivial Galois module, we may identify elements in the target
of the ramification map as pairs (L̄/F̄, σ ) consisting of cyclic Galois extensions
L̄/F̄ , together with generators σ of their Galois groups.

Lemma 2.2. Let D be a tame algebra over a field F of characteristic not dividing
n = deg F, with D ∼= D′ ⊗ �(L/F, σ, π) for D′ inertial and L/F unramified.
Then ρ([D]) = (L̄/F̄, σ̄ ). Further, ρ([D]) = 0 if and only if D is the lift of an
Azumaya algebra over the valuation ring of F.

Proof. By [14, Theorem2.8], wemay identify inertial algebraswithAzumaya alge-
bras over the valuation R ring of F , and by [8, Theorem VI.1.1], (after identifying
Galois groups of unramified extensions with Galois groups of the corresponding
extensions of valuation rings), we may therefore identify the inertial Brauer group
with H2(Gal(Funr/F), R∗). Hence we have an exact sequence

Br(R) → Br(Funr/F)
ρ−→ H1(Gal(Funr/F), Q/Z).

It follows that ρ([D′]) = 0. Direct inspection of the explicit 2-cocycle describing
the cyclic algebra �(L/F, σ, π) then shows ρ([D]) = ρ([�(L/F), σ, π ]) =
(L̄/F̄, σ̄ ), as claimed. The result now follows. �

Note that this is somewhat different from the definition given in [14, Section 6]; however
it is equivalent in the case of discrete valuations by [14, Lemma 6.2], and the fact that there
are no tame and totally ramified division algebras over a complete discretely valued field
(see, for example [31, Remark 3.2(a)]. We often assume that the degree of D is prime to the
characteristic of F .
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2.3. Translucency and transparency

Let F be a field, and v a discrete valuation v on F . Let Fv denote the completion
of F with respect to v, and Dv = D ⊗F Fv . We say that α ∈ Br(F) is tame at v if
the class αFv of Dv/Fv is tame. Let V be a collection of discrete valuations on F .
We say that V is tame if every Brauer class α ∈ Br(F) is tame at every valuation
v ∈ V . If V is tame, we write Brur (F)V to denote the subgroup of the Brauer
group consisting of those classes which are unramified at every valuation v ∈ V .
We say that F is translucent with respect to V if V is tame and Brur (F)V is finite.
Somewhat following [11], we say that F is transparent with respect to V , if V
is tame and Brur (F)V is trivial. We say that F is translucent (resp. transparent) if
it is translucent (resp. transparent) with respect to some collection V of discrete
valuations. We similarly say that F is n-translucent (resp. n-transparent) at V if
every class α ∈ nBr(F) is tame and the n-torsion subgroup nBrur (F)V is finite
(resp. trivial). It is useful to understand when the conditions above might hold. We
use [28] as a reference for local fields and their Brauer groups.

Lemma 2.3. (1) If F is an algebraically closed field or a locally compact non-
archimedean field, then F is transparent.

(2) If F is a global field without real places, then F is transparent. (See [6,
Lemma 3.0] for the full picture.)

Proof. Algebraically closed fields are transparent since they have trivial Brauer
groups. The fact that local and global fields without real places are transparent
follows from the standard computation of the Brauer groups of these fields in terms
of ramification (see for [28, XIII.3, Prop. 6], and [18, Sections 18.4, 18.5]). �
Proposition 2.4. (1) If (a field) F is transparent, then any purely transcendental

extension F(X) := F(x1, . . . , xr ) is also transparent. (In fact F(X) can be of
infinite transcendence degree, seen by taking direct limits.)

(2) If F is a global field, and the characteristic of F does not divide n, then F(X)

is n-translucent.

Proof. (1) The statement follows from Lemma 2.2 and [26, Proposition 10.5].
(2) The statement follows from [4, Theorem 8].

�
We also quote

Theorem 2.5. ([6]) If F is finitely generated over its prime field, with characteristic
prime to n, then F is n-translucent.

3. One-sided genus: statement of the main results

Theorem A. Suppose that F is a transparent field. Suppose that E ≤ D for a
central simple algebra D and a central division algebra E. Then the exponent of
D divides the exponent of E.
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The proof of Theorem A will be given at the beginning of 5.

Definition 3.1. The upper genus of a central simple algebra A, denoted gen(A),
is the set of isomorphism classes of central simple algebras A′ such that A ≤ A′.

Let H denote Hamilton’s quaternion algebra (−1,−1)F,2, generated by ele-
ments i and j such that i2 = j2 = (i j)2 = −1.

Theorem B. Let F be a field and V a set of discrete valuations on F. Let D be
a central division algebra of degree n over F, and assume that F is translucent
with respect to V . Then gen(D) is finite unless D = H, and F ∼= K ((x)) for a
Pythagorean field K . In this case, gen(D) = {(−1, f )F,2 | f ∈ K× or f ∈ K×x}.
This theorem will be reformulated and proved as Theorem 4.22.

The reason we do not consider the “lower genus” is that it often is infinite. For
example, for B = Mn(F), and any csa A of degree n, any maximal subfield (or
maximal étale subalgebra) of A is embeddable in B via the regular representation.
In particular, the lower genus of the algebra B contains the classes of all algebras
of degree n. Besides this, even for number fields, one finds that the “lower genus”
is always infinite:

Proposition 3.2. Let F be a number field, and D a cda of degree n. Then the set of
F- isomorphism classes of cda’s D′ such that D′ ≤ D is infinite.

Proof. By the Albert-Brauer-Hasse-Noether Theorem, a field extension K/F of
degree n is a maximal subfield of D if and only if it splits all the ramifications of
D. Let ram(D) be the set of valuations where D is ramified, a finite set. Then any
csa A of degree n with ram(D) ⊆ ram(A) satisfies A ≤ D. Indeed, any maximal
subfield of A splits all ramifications of A. In particular it splits all ramifications
of D. Clearly there are infinitely many such A’s, and we are done. �

Next we consider the two-sided genus considered in [4,5,23], which consists
of the F-isomorphism classes of such csa’s B that A ≤ B and B ≤ A. Clearly
given an algebra A, if an étale algebra K/F splits A then it splits Am for any m
and A ≤ Am , and if Am generates the same subgroup of the Brauer group Br(F),

we also get Am ≤ A. Thus the only case where the two-sided genus can contain
only one element is if the exponent of A is two. Although over a finitely generated
field the two-sided genus is finite, cf. [7], it can be infinite in the general case,
[16,30]. We say F has the vanishing genus property if the two-sided genus of
every algebra of exponent two has one element.

Proposition C. (Proposition 6.1) Assume that F supports a set of discrete valua-
tions, V as above, such that the 2-torsion part 2Brur (F)V = 0. Then F has the
vanishing genus property.

Next let F be the function field k(X) of a (normal) irreducible variety X over a
field k, and consider the setV of all geometric valuations on F , that is the valuations
that are trivial on k.



214 D. Krashen et al.

Theorem D. (Theorem 6.2) Let F = k(X), where X is a variety over a field k of
characteristic �= 2 such that, for the set V of all geometric valuations on F, the
natural map 2Br(k) → 2Brur (F)V is surjective and that the set of closed points
of odd degree are dense in X. Assume that any finite field extension K/k of odd
degree has the vanishing genus property. Then F has the vanishing genus property.

In the case of Severi-Brauer varieties, one has the following result of [24,
Proposition 5.8], which can also be seen as a special case of [17, Theorem B]. We
provide an alternate proof.

Proposition E. (Proposition 6.3) Let X/k be the Severi-Brauer variety of a k-
csa A and let V be the set of all geometric valuations of k(X). Then the natural
map, Br(k) → Brur (k(X))V is surjective.

Corollary 3.3. For k of characteristic �= 2, if X is the Severi-Brauer variety of
a division algebra D/k of odd degree, then F = k(X) has the vanishing genus
property.

Proposition F. (Proposition 6.4) Assume that any finite extension K/k has the
vanishing genus property and let F = k(X) where X is the Severi-Brauer variety
of a k-csa D of index n and A1, A2 be F-cda’s of exponent 2 such that A1 ≤ A2
and A2 ≤ A1. Then:

(1) A1 ⊗ A2 ∼ resF/k(B) for some B ∈ Br(k).
(2) A1 ≤ E and A2 ≤ E for E a representative of BF , that is E ∈ gen(Ai ) for

i = 1, 2.
(3) There exists a representative, E ′, for B/k with the same degree as D such that

for any maximal subfield K of D where X has a point with residue field K
and where A1 is represented by an Azumaya algebra over the local ring of that
point, we have that K is a maximal subfield of E ′.

(4) If we assume that every finite extension K/k with [K : k] = n has the vanishing
genus property, then every maximal subfield of D is a maximal subfield of E ′,
that is D ≤ E ′.

Remark 3.4. Taking X = P
n in Proposition F yields the stability result for rational

functions in n variables over k. Taking X the Severi-Brauer variety of a k-cda D
and k a number field in Proposition F shows that k(X) has the vanishing genus
property.

3.1. Examples over large fields

In Sect. 7 we build various examples bymeans of index reduction formulas forWeil
restrictions of Severi-Brauer varieties. We write B �≺A if every finite dimensional
separable splitting field of B also splits A. IfA,B are collections of central simple
algebras, we write B �≺A if B �≺A for every A ∈ A, B ∈ B.

We beginwith a collection of central simple algebras over a field F , and then the
collection obtained by a suitable base change F ′/F . To implement this construction,
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we need to consider extensions that preserve basic arithmetic information about our
central simple algebras. One of important properties in this respect is the notion of
a conservative extension - see Definition 7.1.

Given a collectionA of central simple F algebras, and a field extension F ′/F ,
we will writeAF ′ to denote the collection of central simple F ′-algebras of the form
A ⊗F F ′ for A ∈ A.

The starting point for our examples will rely on collections of algebras which
are independent in the following sense:

Definition 3.5. Let A and B be central simple F-algebras. We say that B is inde-
pendent of A if

ind(B) = gcd{ind(B ⊗ Ai ) | i = 0, . . . , exp(A) − 1}
We will say that a collection of central simple algebras A is independent if all

pairs of distinct elements of A are independent.

Theorem G. Suppose thatA,B are two collections of central simple algebras, all
of the same prime power index pn, such that every A ∈ A is independent of any
A′ ∈ A \ A and any B ∈ B. Then there exists a field extension F ′/F, conservative
for both A and B, and such that BF ′ �≺AF ′ .

As an application of this result, one can construct, for example, infinitely many
central simple algebras of a fixed index pn , with exponents chosen arbitrarily of the
form pi , i ∈ {1, . . . , n}, which all share the same finite separable splitting fields.

Corollary 3.6. For any index set � and prime p, positive integer n, and family of
integers {rλ ∈ {1, . . . n} | λ ∈ �}, we can find a field F and a family of independent
central simple F-algebras Aλ for λ ∈ �, having index pn and exponent prλ such
that every pair of algebras Aλ, Aμ have the same collection of finite separable
splitting fields. In particular, these also share the same maximal subfields.

3.2. The involutory case

Let D be a central simple algebra over a field F , and let τ be an involution on
D. Recall that τ is said to be of the first (resp. second) kind when it acts trivially
(resp. nontrivially) on F . We say that two involutions of the second kind are com-
patible if they have the same action on the center. Note that this is stronger than
merely saying that both are of the second kind.

Recall that τ is said to be of the first (resp. second) kind when it acts trivially
(resp. nontrivially) on F . We say that two involutions of the second kind are com-
patible if they have the same action on the center. Note that this is stronger than
merely saying that both are of the second kind.

A theorem of Albert [2, Theorem 10]-Riehm [21], says that when τ is an
automorphism of F of degree 2, D has an involution of second kind fixing Fτ if
and only if the corestriction CorF/Fτ (D) is trivial as an element of the Brauer group
of Fτ .

The next result refers to the notions given in Notation 2.1 below.
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Theorem H. (Proposition 8.25) Suppose (D/F, τ ) is an algebra with involution
of the second kind, and v is a valuation on F. Let L̄/F̄ be the ramification field of
D. Suppose v is split with respect to τ . Then L̄/F̄ = L̄/F̄τ is also the ramification
field at τ(v) (given by τ(v)(a) = v(τ(a))).

Theorem I. (Theorem 8.39) Suppose that (D/F, τ ) is a τ -varied division algebra
with involution (see Definition 8.31). Let L/F be a cyclic prime degree field exten-
sion such that L/Fτ is not cyclic when τ is of the second kind. Then there is a
τ -invariant maximal separable subfield K ⊂ D such that K/F does not contain a
copy of L/F, unless L = F(

√−1), D = H ⊗F D′, and F is a Pythagorean field.
If τ is of the first kind, then D = H.

4. Étale subalgebras and ramification

4.1. Basic facts about the genus

For a central simple algebra of degree n over F , any commutative étale subalgebra is
contained in amaximal one, which necessarily has degree n. It follows that for csa’s
A1, A2 over F , we have A1 � A2 if and only if every maximal étale subalgebra of
A1 is isomorphic to a subalgebra of A2. Similarly, A1 ≤ A2 if and only if every
maximal étale subalgebra of A1 is a maximal étale subalgebra of A2.

Lemma 4.1. Suppose that A1, A2 are csa’s over F, with A1 ≤ A2. Then:

(1) ind A2 | ind A1.
(2) If L ⊂ A1 with L/F a separable field extension, then for any inclusion L ⊂ A2,

we have AL
1 ≤ AL

2 .

Proof. (1) If Ai = Mri (Di ) for division algebras Di/F , and A1 ≤ A2, then for any
separable maximal subfield K of D1, r1K = K ⊕ . . . ⊕ K is a maximal étale
algebra of A1 and hence r1K is a maximal étale subalgebra of A2. This implies
that r2 deg D2 = r1 dim K . If e ∈ r1K is a primitive idempotent, D1 = eA1e
has the same degree as eA2e and D1 ≤ eA2e so the index of A2 divides the
index of A1.

(2) Since themaximal étale subalgebras of the centralizers AL
i are themaximal étale

subalgebras of Ai containing L , it follows that if A1 ≤ A2 then AL
1 ≤ AL

2 . �
Proposition 4.2. For A ∈ Br(F), the classes of all elements in gen(A) constitute
a subgroup of Br(F).

Proof. It is clear that if A ≤ B then A ≤ Bop so gen(A) is closed under inverses.
Now let B,C be in gen(A). Any maximal subfield L of A is a maximal subfield
of B and C . Thus, the index reduction factor of B ⊗ C [22, Theorem 24.34] is at
least [L : F] = deg A, implying the class of B ⊗ C has a representative E of the
same degree as A. Then EL ∼ BL ⊗ CL ∼ L . Hence A ≤ E and we are done. �
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4.2. Varied algebras

To understand when the exceptional cases in Theorem B can arise, we introduce
the notion of varied division algebras:

Definition 4.3. A central division F-algebra D/F is said to be varied if there is
no nontrivial cyclic extension K/F contained isomorphically in every maximal
subfield of D/F .

Obviously to verify that D/F is varied it suffices to show there are no such
K/F of prime degree. From this it follows that if D = D1 ⊗F . . . ⊗F Dr and the
Di/F have distinct prime power degrees, then all Di being varied implies that D
is varied.

It is known that if F is a field finitely generated over a global field, then every
division algebra D/F is varied, the only exception arising from H, which denotes
Hamilton’s quaternion algebra (−1,−1)F , generated by elements i and j such that
i2 = j2 = (i j)2 = −1. H need not be varied. But in fact this property holds much
more generally due to the following result of Fein and Schacher. Recall that a field
F is Pythagorean if the set of squares in F is additively closed.

Theorem 4.4. ([9])
Let D/F be a noncommutative division algebra and L/F a cyclic Galois exten-

sion of degree p. Suppose that every maximal subfield of a division algebra D/F
contains an isomorphic copy of L/F. Then p = 2, D/F contains a copy of H, and
L = F(

√−1). Furthermore, F is a Pythagorean field.

Theorem 4.4 says that a non-varied division algebra has the form D = H⊗ D′,
for some D′/F and F Pythagorean. If F is Pythagorean, H/F has the property
that all maximal subfields are F(

√−1). In [10] the authors provide an example
of a non-varied division algebra with D′ nontrivial, but there F is rather exotic,
obtained by working inside the Pythagorean closure. They also provide examples
of Pythagorean fields F over which necessarily a non-varied D must be H. We can
add:

Proposition 4.5. Suppose D = H ⊗F �, where � is a central division F-algebra
of even degree d containing an element z that has degree d/2 over F. Then D is
varied.

Proof. First we assume that � = (a, b) is a quaternion algebra. Taking x, y ∈ �

such that x2 = a and y2 = b, with xy = −yx, note that the subfield generated
by xi and y j has Galois group C2 × C2, so its only square-central elements are in
F, Fxi, Fyj, and Fxiy j, and their squares are squares of F times 1,−a,−b, ab
respectively. If any of these are−1we could assume that a = 1, b = 1, or ab = −1,
contrary to � being a division algebra. (If ab = 1 then (xy)2 = −ab = −1.)

In general, D contains H ⊗F C�(z) = (H ⊗F F(z)) ⊗F(z) C�(z), so we are
done by the previous paragraph, taking F(z) instead of F . �

Observing that certain classes of fields are known to be non-Pythagorean, we
obtain the following.
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Corollary 4.6. D/F is necessarily varied under any of the following hypotheses:

(1) F is finitely generated over a local or global field.
(2) F is finitely generated over an algebraically closed or real field k, containing

an element transcendental over k.
(3) D/F has odd degree.
(4) F contains

√−1.

4.3. Complete discretely valued fields

The main tool we will use to prove Theorems A and B is ramification. In this
section we explore how discrete valuations factor into the partial order relation of
Definition 1.1.

Proposition 4.7. Suppose that v is a discrete valuation on F, and for i = 1, 2,
we assume that Ai are F-central simple algebras with A1 ≤ A2. Let Fv be the
completion of F with respect to v and Ai,v = Ai ⊗F Fv . Then A1,v ≤ A2,v .

The following proof follows [11, Lemma 3.1] closely. A different proof is possible
along the lines of [4,23].

Proof. Suppose Kv is a maximal étale subalgebra of A1,v . Then Kv = Fv(αv).
Because Kv is maximal, the reduced characteristic polynomial fv(x) (cf [22,
Remark 24.67(iv)] ofαv is also itsminimal polynomial and is separable. Since A1 is
dense in A1,v in the topology on the latter as a vector space over K , one can choose
α ∈ A1 to be arbitrarily close to αv.Then the Cayley-Hamilton polynomial f (x) of
α will be close enough to fv(x) so that we can use Krasner’s lemma [1] to conclude
that f (x) is separable and we can choose α such that f (x) is its minimal polyno-
mial, f (x) is separable, and F(α) = F[x]/( f (x)) satisfies F(α)⊗F Fv

∼= Fv(αv).
By assumption F(α) ⊂ A2 and so Kv

∼= F(α) ⊗F Fv ⊂ A2,v . �
Due to Proposition 4.7, the analysis of our one-sided relation to a significant

degree reduces to the case of complete discretely valued fields, which we are going
to discuss next. With this in mind, let us fix some objects and notation for the
remainder of the section, recalling basic facts about division algebras over complete
discretely valued fields.

Notation 4.8. Let F be a field complete with respect to a discrete valuation v, with
valuation ring R and uniformizer π and residue field F̄ . Let D/F be a tame (i.e.
inertially split) division algebra, and let v also denote the extension of the valuation
v to D. We now recall some of the details of the structure of D. The algebra D
has an extended valuation ring S with uniformizer 
 such that 
S = S
 is the
maximum two-sided ideal and S
 ∩ R = Rπ . Furthermore, D̄ = S/
S is a
division algebra whose center we denote as L̄ . Since D is tame, the extension L̄/F̄
is always a cyclic Galois extension, with conjugation by 
 inducing a generator
σ̄ of its Galois group ( [14, Proposition 1.7]). We may identify (L̄/F̄, σ̄ ) with the
ramification of the Brauer class [D] and we say that L̄ or L is the ramification
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field of D, cf. Theorem H. Since the automorphism of L̄ extends to one of D̄ via
conjugation by 
, by Galois descent D̄ is therefore the image (under restriction)
of some D̄′ with center F̄ . We can lift D̄′ to an unramified division algebra D′/F ,
and D is Brauer equivalent to D′ ⊗�(L/F, σ, π) (as in [14, Lemma 5.14]), where
L/F is the unique unramified lifting of L̄/F̄ , and σ the lift of σ̄ .

We note that if L ′/F is unramified, then D ⊗F L ′ is unramified if and only if
L̄ ′ contains L̄ , or L ′ contains L .

Lemma 4.9. Let E be the underlying division algebra of D ⊗F L. Then Ē = D̄.

Proof. Let L̄ = F̄(ū), lift ū to an element u ∈ D, and let L ′ be the maximal
unramified subfield of F(u) ⊂ D. Then L̄ ′ = L̄ and so L ′ ∼= L . Thus D ⊗F L
contains a primitive idempotent e ∈ L ′ ⊗F L with E ∼= e(D ⊗F L)e = DL ′

. We
know that E is unramified and Ē ⊂ D̄. Checking dimensions finishes the proof.�
Lemma 4.10. Let D be a (tame) cda with ramification field L . If there exists a
totally ramified extension K/F that splits D then D̄ = L̄, hence is commutative.
In particular, if D/F is also unramified, D = F.

Proof. Of course K L splits D, and hence splits the underlying division algebra
E of D ⊗F L . Since E is unramified it is the image of α ∈ Br(T ) for T ⊂ L
the valuation ring. Let T ′ ⊂ K L be the valuation ring in K L extending T . Since
K L splits E , T ′ splits α. However K L/L is totally ramified so T̄ = L̄ = T̄ ′ and
Br(T ′) → Br(L̄) is an isomorphism. It follows that Ē = L̄ and we are done. �
Lemma 4.11. Suppose K/F is unramified, and let E be the underlying division
algebra of D ⊗F K . Then Ē is the underlying division algebra of D̄ ⊗L̄ (K̄ L̄).

Proof. Now K L/K is the ramification field of E and so Ē contains K̄ L̄ as its
center. If E ′ is the underlying division algebra of both D ⊗F K L and E ⊗K K L
then, by Lemma 4.9, Ē ′ is Ē/(K̄ L̄). Replacing D by the underlying division algebra
of D⊗F L allows us to assume that D is unramified and now the assertion is clear.�
Proposition 4.12. Suppose D/F has degree n and ramification field L/F of
degree eD. Let K/F be a field extension having degree m and ramification degree
eK , that splits D. Set t = [(L∩K ) : F]. Then the residue field K̄ L̄/L̄ splits D̄, and
s = [K̄ L̄ : L̄]/(n/eD) is an integer. Furthermore, for r = [K : F]/n, the number
r/s = eK /(eD/t) is an integer.

Proof. D̄ has center L̄ , and the degree of D̄ over L̄ is n/eD . Let K ′/F be the
maximal unramified subfield of K/F , which therefore has degree m̄ = m/eK and
residue field K̄ ′ = K̄ . Since K/K ′ is totally ramified and L/F is unramified,
L ∩ K ′ = L ∩ K and t = [(L ∩ K ′) : F]. Of course, m̄/t = [K ′L : L] = [K̄ L̄/L̄].
Also, [L : L ∩ K ′] = eD/t = [K ′L : K ′]. Let DK ′ be the underlying division
algebra of D ⊗F K ′ and let n′ be its degree. Since D ⊗F K ′ has ramification field
K ′L/K ′, it follows that eDK ′ = eD/t . Since DK ′ is split by K/K ′, DK ′ = K̄ ′ L̄
is commutative and n′ = eDK ′ = eD/t . Since K/K ′ splits D′/K ′, the degree
[K : K ′] = eK is a multiple of n′ = eD/t .
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Since K L/K ′L is totally ramified, K ′L splits D. Thus K̄ ′ L̄ splits D̄, s is an
integer, and by definition m̄/t = n

eD
s. Again, by definition, [K : F] = eK m̄ = nr .

Together we have nr = eK (ts)(n/eD), or r/s = eK /(eD/t), which is an integer.�
Corollary 4.13. Let L/F be the ramification field of D. Then for any maximal
subfield K of D satisfying eK = eD, the extensions K/F and L/F are linearly
disjoint.

Proof. In the notation of Proposition 4.12, r = 1 so s = t = 1. �
Proposition 4.14. Suppose E/F and D/F are central division algebras with E ≤
Mr (D) and let LD, LE be the respective ramification fields. Assume that Ē/L̄ E is
varied (Definition 4.3). Then LD ⊂ LE .

Proof. It suffices to show that LE splits the ramification of D. Consider the cen-
tralizers E ′, A′ of LE in E and Mr (D) respectively. Then E ′ is unramified and it
suffices to show that A′ is unramified. That is, we may assume that E is unramified.
If K/F is a maximal separable subfield of E , necessarily unramified, then K/F
splits D and hence contains LD . That is, K̄ contains L̄ D . Since Ē is varied, L̄ D = F̄
and so LD = F . �

Let D and E be as in Proposition 4.14. Pick a uniformizer 
 ∈ E and let
K be a maximal subfield of E containing 
. Then eK = eE . Since K is linearly
disjoint from LE it is linearly disjoint from LD and hence, in the notation of
Proposition 4.12, t = 1. That is, r/s = eE/eD an integer.

Now let P be an unramified maximal subfield of E containing LE . Applying
Proposition 4.12 again, we have r/s = t/eD = 1. Thus, we have proved the
following:

Proposition 4.15. Let E/F and D/F be as in Proposition 4.14. Then eD divides eE
and eE/eD divides r . In particular, if r = 1 then LE = LD.

In Proposition 4.15, let E have degree e and D have degree d, so e = rd. Take
s = r

eE/eD
, so e

eE
= s d

eD
.

Corollary 4.16. Let E/F and D/F be as above. Then Ē ≤ Ms(D̄ ⊗L̄ D
L̄ E ).

Proof. The unramified maximal subfields of E all contain LE and correspond to
the maximal separable subfields of Ē . An unramified extension K/F which splits
D and contains LE must split D ⊗F LE . Since D ⊗F LE is unramified its residue
division algebra must have the same Brauer class as D̄ ⊗L̄ D

L̄ E and must be split

by K̄ . �
We observe that the hypothesis in Proposition 4.14 that Ē/LE be varied is

necessary.

Lemma 4.17. Let F be a field complete with respect to a discrete valuation, and
having residue field F̄ = R, the field of real numbers. (For a example, one could
take F = R((x)).) Let E be the quaternion division algebra H = (−1,−1)F , and
let D = (−1, π)F where π is a prime element of F. Then E/F ≤ D/F, LE = F
and LD = F(

√−1). Thus LD is not contained in LE .
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Proof. E is unramified and every maximal subfield of Ē is the complex field C.
Thus every maximal subfield of E is F(

√−1). It follows that E/F ≤ D/F . Since
E/F is unramified, LE = F and LD = F(

√−1) is clear. �
Wewill see that (−1,−1) plays a prominent role in all D/F that are not varied.
Applying the argument of the paragraph following 4.14 to Theorem 4.4, we

have:

Corollary 4.18. Suppose F is a field complete with respect to a valuation and E/F
and D/F are division algebras with ramification fields LE and LD. Assume that
E ≤ Ms(D) for some s. Then LDLE ⊆ LE (

√−1). If LD = LE (
√−1) �= LE ,

then LE/F has odd degree and F = K ((π)) for a Pythagorean field K .

Proof. To prove the first statement, we take the centralizer of LE in E and reduce
the problem to the case that LE = F , and hence E/F is unramified. Since all
the maximal subfields of E are unramified and split D/F , they all contain LD ,
implying LD ⊆ F(

√−1).
Assume that LD = LE (

√−1) �= LE . Since LD/F = (LE ⊗F F(
√−1))/F is

cyclic Galois, it follows that LE/F has odd degree. Since F̄ must be Pythagorean
and characteristic 0, F must be as given. �
Corollary 4.19. Suppose D, E and F are as in Corollary 4.18, and take r ≥ 0
such that 2r divides [LD : F] but 2r does not divide [LE : F]. Then r = 1 and Ē
has even degree.

Proof. Let GD and GE be the respective Galois groups of LD/F and LE/F . If
LD is a proper subset of LE (

√−1), there is a surjection GE ⊕ Z/2Z → GD

with nontrivial kernel J . If J has odd order, then J ⊆ GE and GE/J ⊕ Z/2Z is
cyclic, implying GE/J has odd order and r = 1. (Otherwise 2r divides |GE |, a
contradiction.) Since D has even degree, Ē has even degree. �

4.4. Ramification

Suppose that the ground field F supports a tame class V of discrete valuations.
For any division algebra D/F , the ramification locus RD of D/F is the set of
valuations v ∈ V such that Dv/Fv is ramified, and the ramification data is the set
of triples (v, L/F̄v, σ ) where v is in RD , F̄v is the residue field, and L/F̄v, σ is the
ramification of D/F at v (where σ is the automorphism obtained by conjugation by
the uniformizer
). Note that L above is the ramification field of Dv , which we call
the ramification field of D/F at v. If D/F and E/F are division algebras then we
say the ramification data of E/F is smaller than that of D/F if RE ⊆ RD , and if
for all v ∈ RE , the ramification field of E at v can be injected into the ramification
field of D at v.

Lemma 4.20. Suppose F is a field and V a tame set of valuations on F. Suppose
that D, E are division algebras over F with E/F ≤ Mr (D)/F. If E/F has odd
degree, or if none of the residue fields Fv have Pythagorean finite extension fields,
then the ramification data of D/F is smaller than that of E/F.
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Proof. This is an immediate consequence of Proposition 4.15. �
Definition 4.21. D is exceptional if D = H over F = K ((π)), where K is a
Pythagorean field.

Theorem 4.22. Let D be a cda of degree n and assume that nBrur (F)V is finite,
and the ramification locus RD is finite. Then gen(D) is finite unless D = H is
exceptional, with a bound given in the proof. In this case,

gen(D) = {(−1, f )F,2 | f ∈ K× or f ∈ K×x}.
Proof. (Parallel to [5, Theorem 2.2].) First we assume that D is not exceptional.
Then, by Proposition 4.14, for any D′ ∈ gen(D), we have R := RD′ ⊆ RD .
At every ν ∈ R there are at most n possible images for [D′] under the ramifica-
tion map ρν . Hence the total number of D ≤ D′′ with RD′′ = R is bounded by
|Brur (F)V |nr where r = |R|. Summing over all subsets of RD shows that |gen(D)|
is finite. Explicitly,

|gen(D)| ≤ |nBrur (F)V | · nr (1)

where r = |RD|.
Hence we may assume that D is exceptional. Let D′ be in gen(D). By assump-

tion F[√−1] ⊂ D′; hence D′ = (−1, f )F,2 and we may take f ∈ K [[x]]. If f is
a unit in K [[x]]we may assume that f ∈ K×, or else f = kx for a unit k ∈ K [[x]]
and again we may take k ∈ K×. �

[5] gives a sufficient condition (called Condition (A)) for RD to be finite. How-
ever, this fails in general: one could take the extension F of Q obtained by adjoin-
ing the square roots of all primes p ∼= 1 (mod 8). Then the dyadic place of Q

has infinitely many extensions v to F, and Fv = Q2 for any extension we have. It
follows that H = (−1,−1)F ramifies at all these places.

Theorem 4.23. If F is finitely generated and char (F) � | ind(A), then gen(A) is finite.
The estimate in (1) yields the finiteness of the genus oncewe know the finiteness

of nBrur (F)V and of r. In [6], every finitely generated field F is equipped with a
set V of discrete valuations (assuming that ind(A) is primes to char(F)) for which
all assumptions of Theorem 4.22 hold (in fact, these assumptions hold for any
divisorial set of places of F).

5. The exponent

In this section we will be interested in how this one-sided relation interacts with
exponents. Looking at the anomalous case in Corollary 4.19 we have the following.
Suppose V is a set of discrete valuations on F as above and for each v ∈ V let
ρv : Br(F) → H1(F̄v, Q/Z) be the ramification map (only defined under the
condition of tameness). Recall Brur (F)V from 2.3.

We now give the proof of Theorem A, which we restate explicitly:
Suppose that V is a collection of discrete valuations on a transparent field F

such that nBrur (F)V = 0. Suppose that E ≤ D for a central simple algebra D and
a central division algebra E . Then the exponent of D divides the exponent of E .
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Proof of Theorem A. The exponent of E/F is the l.c.m. of the orders of all the
ρv(E) and these orders are the degrees of the ramification fields. For v ∈ V let Ev

be the division algebra underlying E ⊗F Fv .
For an odd prime p it is obvious that if pr divides the exponent of D it divides

the exponent of E , so we need only check p = 2. If r is maximal such that 2r

divides the exponent of D then there is a v ∈ V such that 2r divides the order of
ρv(D). By Corollary 4.19, either r > 1 so 2r divides the exponent of ρv(E) and
hence the exponent of E , or r = 1 implying Ēv has even exponent and so E has
even exponent. �

We call the conclusion of Theorem A, the exponent divisibility property.
Next we consider F = k(X) where X is a variety over a field k, and instead

of taking all discrete valuations we only consider the geometric ones, that is ones
which are trivial on k.

Theorem 5.1. Let X be a variety over a field k such that Brur (k(X)) = Br(k)
and X (k) is Zariski-dense in X. If k has the exponent divisibility property then
F = k(X) has this property too.

Proof. Take E/F with E ≤ B. Suppose exp(E) = n and consider A = E ⊗ B−1.
By the same reasoning as in the proof of Theorem A we see that An ∈ Brur (F) =
Br(k). Thus An = resF/k(D) for some D ∈ Br(k), and it is enough to show that
D is trivial. Choose a rational point p ∈ X (k) such that E is represented by an
Azumaya algebra (of the same degree as E) over the local ring of p so that we can
take residues (which is possible due to the assumption of the density of k-rational
points). Consider the residues E

p
, B

p
over k and get: D = An = (E

p
)n⊗(B−1

p
)n

but as En ∼ F we get D = (B−1
p
)n . Now notice that the residues satisfy E

p ≤
B

p
. (Details will be given in the proof of Theorem 6.2.) Now, E

pn ∼ k implies

B−1
pn ∼ k since k has the exponent divisibility property. We thus conclude D = k

and we are done. �
Corollary 5.2. Let F = k(X) as above. If E, B have the same maximal subfields
then exp(E) = exp(B).

Remark 5.3. Taking X = P
n in 5.1 gives the stability of the exponent divisibility

property with respect to rational functions in n variables over k.

6. Severi–Brauer varieties

Proposition 6.1. Assume that
√−1 ∈ F and F supports a set of discrete valu-

ations, V as above, such that 2Brur (F)V = 0. Then F has the vanishing genus
property.

Proof. Let A1, A2 be F-csa’s of exponent 2, with A1 ≤ A2 and A2 ≤ A1. Consider
the characters χ1, χ2 corresponding to A1, A2 respectively under the ramification
map at some valuation ν. Since Ai are of exponent 2 and 2Brur (F)V = 0, one has
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χ1 = χ2 iff Ker(χ1) = Ker(χ2). Thus A1, A2 sharing the same maximal subfields
implies (via Ker(χ1) = Ker(χ2)) that χ1 = χ2, so we have A1 ⊗ A2 ∈ Brur (F) =
{F} implying A1 ∼= A2. �
Theorem 6.2. Let F = k(X), where X is a variety over k such that 2Brur (F)V
lies in the image of the natural map Br(k) → Brur (F)V , where V is the set of
all geometric valuations on F, and that the set of closed points of odd degree is
Zariski-dense in X. Assume that any K/k of odd degree has the vanishing genus
property. Then F has the vanishing genus property.

Proof. Suppose there are two F-cda’s A1, A2 of exponent 2 such that A1 ≤ A2 and
A2 ≤ A1. As before one sees that A1⊗ A2 ∈ Br(F)V . Thus A1⊗ A2 = res(D) for
D ∈ Br(k). Since the set of closed points of odd degree is Zariski-dense, by [12,
Chapter 2, Corollary 8.16] we can find a smooth point, p, of odd degree, ensuring
that R := k[X ]p is regular, thus integrally closed, and we have Azumaya algebras
of the same degree as Ai , Op(Ai )/k[X ]p over the local ring of p representing Ai .
Write Bi = Op(Ai ), and Āi = Bi/MBi where M is the maximal ideal of R. Then
Ai = Bi ⊗R F where F is the field of fractions of R. Let K = R/M . Writing Ai

p

for the residue Op(Ai )/I (p) we have,

(A1 ⊗ A2)
p = A1

p ⊗ A2
p = resK/k(D)

But, since A1 and A2 have the same maximal separable étale subalgebras, the same
holds for A1

p
and A2

p
. Indeed let L be amaximal separable étale subalgebra of A1,

write L = K [t], choose a pre-image a of t in Op(A1), and let k[X ]p[a] ⊂ Op(A1).
Lift a maximal separable étale subalgebra L̄1 ⊂ Ā1 to a maximal étale subalgebra
S1 of B1 . By assumption L1 ∼= L2 ⊆ A2. Then S1 is the integral closure of R in
L1 and corresponds to S2 ⊂ L2. Since S2 lifts a maximal étale subalgebra, it is
étale over R. Now since R is regular and any étale extension of a regular ring is
regular, (cf. [3, Proposition 6.9.3], proved in [19, p. 75]) we see that S2 is regular.
Hence, the map Br(S2) → Br(L2) is injective by [3, Theorem 6.9.10]. Since L2
splits A2, wee see that S2 splits B2. Thus, there is a B ′

2 in the same Brauer class
as B2 with S2 as a maximal étale subalgebra. Now B2/M ∼= B ′

2/M because these
are central separable algebras of the same degree, Brauer equivalent, over K . Now
S2/M ∼= S1/M = L̄1 is a subfield of Ā2.

Thus by assumption A1
p ∼= A2

p
and we get that resK/k(D) = K which in

turn implies D = k since [K : k] is odd and D is of exponent 2. �
We turn our attention to the Severi-Brauer variety of a central simple algebra

A [27, Chapter 13], defined as the variety of right ideals of A having minimal
dimension. By the generic splitting field F(A) we mean the function field of the
Severi-Brauer variety of A, cf. [27, Theorem 13.11]. By [27, Theorem 13.12], if
A = Mr (D), F(A) is a rational extension of F(D).

Proposition 6.3. Let X/k be the Severi-Brauer variety of a k-csa A and letV be the
set of all geometric valuations of X. Then the natural map Br(k) → Brur (F(X))V
is surjective.
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Proof. Let L/k be a Galois extension (with group G) such that X × L is projective
space over L . Assume B ∈ Br(X). Then BL(X) = B1 ⊗L L(X) for a csa B1/L .
B1 corresponds to an element of H2(G ′, k̄∗), cf. [27, Corollary 13.15] where G ′ =
Gal(k̄/L) and k̄ is the separable closure of k. Note the exact sequence 1 → G →
Gal(k̄/k) → G ′ → 1. Now up to stable equivalence we can assume k(X) =
L(I [G])G , where

0 → I [G] → Z[G] → Z → 0 (2)

is the usual augmentation lattice, in which the image of I [G] is generated by
{g − 1 : g ∈ G}, and the exact sequence 0 → L∗ → L[I [G]]∗ → I [G] → 0
splits as abelian groups. B defines an element of H2(G ′, k̄[I [G]]∗), since k̄(X)

splits B and L[I [G]] is a PID. Note that H2(G, I [G]) = 0 from (2). This implies
that

H3(G, L∗) → H3(G, L[I [G]]∗)
is injective. We want to show that B1 is the image of an element of Br(k).
Hochschild-Serre (Teichmuller cocycle) says the obstruction is in H3(G, L∗) and
the above injection says this is 0. Thus B1 is the image of some B2 and replac-
ing B1 by B2 we may assume that L(I [G]) and hence L[I [G]] splits B. But
H2(G, L∗) → H2(G, L[I [G]]∗) is surjective and we are done. �
Proposition 6.4. Let F = k(X) where X is the Brauer-Severi variety of a k-csa D
of index n and A1, A2 be F-cda’s of exponent 2 such that A1 ≤ A2 and A2 ≤ A1.
Then:

(1) A1 ⊗ A2 ∼ res(B) for some B ∈ Br(k).
(2) A1 ≤ E and A2 ≤ E for E a representative of BF , that is E ∈ gen(Ai ) for

i = 1, 2.
(3) There exists a representative E ′ for B/k, of the same degree as D, such that for

any maximal subfield K of D, where K has the vanishing genus property and
where A1 is represented by an Azumaya algebra over the local ring of a point
with residue K , we have that K is a maximal subfield of E ′.

(4) If we assume that every finite extension K/k with [K : k] = n has the vanishing
genus property, then every maximal subfield of D is a maximal subfield of E ′,
that is D ≤ E ′.

Proof. (1) This is clear as A1 ⊗ A2 ∈ Brur (F)V for V the set of all geometric
valuations on F (since X is a Severi-Brauer variety).

(2) It is enough to prove A1 ≤ EF for some csa E . Choose amaximal subfield K of
A1. Then BK = (A1 ⊗ A2)K = 0. Thus the class of BF has a representative E
of the same degree as A1, A2. Now for any maximal subfield L of A1 we have
again EL ∼ (A1 ⊗ A2)L ∼ L . Hence E ∈ gen(Ai ).

(3) Choose a point p ∈ X of the same degree as D with residue field K/k, such
that A1 (and thus also A2) is represented by an Azumaya algebra over the local
ring of this point (which is possible as X has a dense set of points with residue
K and A1 can only ramify at a closed subset of X ). Then taking residues we
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have Ā1 ⊗ Ā2 ∼ BK . Since the residues also have the same maximal subfields
and K has the vanishing genus property we see that BK ∼ K . Thus B has a
representative E ′ of the same degree as D and clearly K is a maximal subfield
of E ′.

(4) This is a direct result of the assumption and part (3).
�

7. Examples over large fields

As discussed in the introduction, given a collectionA of central simple F algebras,
and a field extension F ′/F , we will write AF ′ to denote the collection of central
simple F ′-algebras of the form A ⊗F F ′ for A ∈ A.

Definition 7.1. LetA be a collection of central simple F-algebras, and F ′/F a field
extension. We say that F ′ is A-conservative if ind(A) = ind(AF ′) and exp(A) =
exp(AF ′) for all A ∈ A.

Before proceeding to prove Corollary 3.6, it will be useful to record the follow-
ing index reduction formula:

Lemma 7.2. Let {B, Bλ : λ ∈ �} be central simple algebras over a field F, and let
F ′ be a compositum of the generic splitting fields F(Bλ) of the algebras Bλ. Then

ind B ⊗F F ′ = gcd{ind B ⊗ Bn1
λ1

⊗ · · · Bnr
λr

}
where the gcd is taken over all finite tuples λ1, . . . , λr ∈ � and all choices of
ni ∈ Z.

Proof. For a finite subset�0 ⊂ �, wewrite F(�0) for the compositum of the fields
F(Bλ) for λ ∈ �0 (which in this case is the fraction field of the tensor product of
these fields). It is easy to check that the index of BF ′ is the gcd of the indices of
algebras BF(�0) over all finite sets �0. The result will follow when we show

ind BF(�0) = gcd

⎧
⎨

⎩
ind B ⊗

⊗

λ∈�0

Bnλ

λ | nλ ∈ Z

⎫
⎬

⎭

We prove this by induction on the order of�0. Therefore, assume that we know the
result for a set�′

0 and let�0 = �′
0∪{μ}.Wemay then regard F(�0) = F(�′

0)(Bμ)

and we have, by [29],

ind BF(�0) = gcd
{
ind BF(�′

0)
⊗F(�′

0)
(Bλ)

nμ

F(�′
0)

∣
∣
∣ nμ ∈ Z

}

= gcd
{
ind(B ⊗F B

nμ
μ )F(�0) | nμ ∈ Z

}

= gcd

⎧
⎨

⎩
gcd

⎧
⎨

⎩
ind(B ⊗F B

nμ
μ ) ⊗F

⊗

μ∈�′
0

Bnλ

λ

∣
∣
∣
∣
∣
∣
nλ ∈ Z

⎫
⎬

⎭

∣
∣
∣
∣
∣
∣
nμ ∈ Z

⎫
⎬

⎭

= gcd

⎧
⎨

⎩
ind B ⊗
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∣
∣
∣
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∣
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⎬

⎭
,
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as desired. �
Proof of Corollary 3.6, based on Theorem G. Let F0 be an arbitrary field contain-
ing a primitive pn-th root of unity ε, and let F1 = F0(xλ, yλ | λ ∈ �) be a rational
function field with two generators for each element of �. Let Dλ be the symbol
algebra (xλ, yλ)ε. For each λ, let Fλ = F1(D

prλ
λ ) be the generic splitting field

of Dprλ , and let F be a compositum of the fields Fλ, λ ∈ �. We claim that the
collection of algebras Aλ = Dλ ⊗F1 F is independent, cf. Definition 3.5. This
would then complete the proof by Theorem G. We therefore need to show that
Aλ ⊗F Ai

μ = (Dλ ⊗F1 D
i
μ) ⊗F1 F has index divisible by the index of Aλ for all i

and all λ �= μ. By Lemma 7.2, we have

ind(Dλ ⊗F1 D
i
μ) ⊗F1 F = gcd{ind Dλ ⊗F1 D

i
μ ⊗

⊗

η∈�0

D
prη jη
η }

where the gcd is taken over all finite sets �0 ⊂ � and all integers jη. Assuming
without loss of generality that λ,μ ∈ �0, we are then looking at the gcd of indices
of algebras of the form:

D1+prλ jλ
λ ⊗F1 D

i+prμ jμ
μ ⊗

⊗

η∈�0\{λ,μ}
D

prη jη
η

But it is straightforward to check that the index of such an algebra is the product

of the indices of the factors D1+prλ jλ
λ , D

i+prμ jμ
μ , and those of the form D

prη jη
λ .

Consequently this is divisible by ind D1+prλ
η = ind Dλ. �

Let A be a central simple F algebra, K/F a separable field extension, and let
FK (A) denote the function field of RK/FVAK , the Weil restriction of the Severi-
Brauer variety of AK .

Lemma 7.3. KFK (A) is a splitting field for AFK (A).

Proof. To see this, we need to know that VAFK (A)
(KFK (A)

) �= ∅. But we have for
any L/F regular,

VAL (LK ) = VAK (LK ) = RK/FVAK (L),

where the second equality follows from the natural property of the Weil restriction.
In particular, if L = FK (A) is the function field of RK/FVA, then the identity
morphism tells us that our desired set is nonempty. �

The main ingredient in the proof of Theorem G is an index reduction formula,
which is essentially a special case of [25, Proposition 3.6]:

Lemma 7.4. (Index reduction formula) Let Fs be a fixed separable closure of
F. Suppose that A, B are central simple F-algebras and let K ⊂ Fs be a finite
separable field extension of F. Then ind BFK (A) is the greatest common divisors of
numbers of the form:

[E : F] ind
((

B ⊗ A j (K :E)
)

E

)
, (3)
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where E/F ranges over all finite separable extensions, j is a positive integer not
exceeding deg(A), and

(K : E) = gcd
{
[g(K )E : E]

∣
∣
∣ g ∈ Gal(F)

}
,

where g(K )E denotes the field compositum taken in Fs.

Proof. By [25, Proposition 3.6], ind BFK (A) is the greatest common divisor of
numbers of the form

[G : J ] ind
((

B ⊗F L J
)

⊗L J

(
⊗g cor

J
J∩Hg

(
Ag
K ⊗g(K ) L

J∩Hg
)ng))

(4)

where L/F is any Galois extension containing K/F with group G and which splits
both A and B, where g runs through a set of double coset representatives for J, H
in G, H = Gal(L/K ), and where J ⊂ G runs through all subgroups.

Writing L J∩Hg = L J g(K ), we note that

cor JJ∩Hg

(
Ag
K ⊗g(K ) L

J g(K )
)ng = corL J g(K )/L J A

ng
L J g(K )

= (A[L J g(K ):L J ]ng )L J

and so we may rewrite (4) as

[L J : F] ind
((

B ⊗ A
∑

g ng[L J g(K ):L J ])

L J

)
. (5)

But now, by taking L to be a larger Galois extension as needed, wemay let L J range
through all separable extensions of F , and by taking appropriate choices for ng not
exceeding deg(A), our exponent may be chosen to be any multiple of (K : E). The
result follows. �

A consequence of this index reduction formula is that for sufficiently large
K/F , the restriction map on the Brauer groups is injective.

Lemma 7.5. Suppose A is a central simple algebra over F, and K/F is a separable
extension with (expA)|[K : F]. Then Br(F) → Br(FK (A)) is injective.

Proof. By Lemma 7.4, for a central simple algebra B, we have that ind BFK (A) is
the greatest common divisors of numbers of the form:

[E : F] ind
((

B ⊗ A j (K :E)
)

E

)
, (6)

where E ranges over finite separable field extensions of F . Let p be any prime
that divides the index of B, and choose i maximal such that pi divides the expo-
nent of A. By passing to splitting fields of the prime-to-p factors of the primary
decompositions of A and B, we may assume that ind A, ind B are p-powers.

If the gcd from the statement of Lemma 7.4 is 1, it must happen that for some
field extension E/F , the above number is not divisible by p. In particular, [E : F]
must not be divisible by p. But since [K : F] is divisible by expA, wemust also have
pi divides [K : F] and hence also divides [g(K )E : E] for any Galois conjugate
g(K ) of K . But therefore pi divides (K : E) and A j (K :E) is split. We therefore
have (B⊗ A j (K :E))E ∼ BE , and since [E : F] is prime-to-p, ind B = ind BE �= 1,
contradicting the expression (6) being 1. �
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Corollary 7.6. Suppose A is a central simple algebra over F and K/F is a separa-
ble extension with (expA)|[K : F]. Then the map Br(F) → Br(FK (A)) preserves
exponents.

Lemma 7.7. Suppose that A and B are central simple algebras. If B is A-
independent then ind BFK (A) = ind B for all K/F finite and separable.

Proof. Using the hypothesis together with the fact that indC | [E : F] indCE for
every central simple F algebra C (see [18, Corollary 13.4(iii), p. 243]), we have:

ind B | ind B ⊗ A j (K :E) | [E : F] ind(B ⊗ A j (K :E))E ,

for every finite separable field extension E/F and for every positive integer j . But
by Lemma 7.4, this implies ind B | ind BFK (A), and so ind B = ind BFK (A) as
claimed. �
Lemma 7.8. Let A be a central simple F algebra and K/F a separable field
extension with ind(A) | [K : F]. Then ind(A) = ind(AFK (A)).

Proof. Take pn dividing ind(A). By Lemma 7.4, we must show that pn divides the
expression

[E : F] ind
((

A ⊗ A j (K :E)
)

E

)

for every finite separable extension E , and for every positive integer j . Choose such
a separable extension and integer j . If p | (K : E), then we are done since in this
case,

ind(AE ⊗ A j (K :E)
E ) = ind(A j (K :E)+1

E ) = ind(Arp+1
E )

which has the same p-power factor as ind(AE ) and so

pn | ind(A) | [E : F] ind(AE ) = [E : F] ind(A ⊗ A j (K :E))E

as desired.
On the other hand, suppose that p � | (K : E). By definition of (K : E) this

means that we have some conjugate of K , say g(K ) such that [g(K )E : E] is
relatively prime to p. But since pn | [g(K ) : F] | [g(K )E : F] it follows that
pn | [E : F]. Consequently we have

pn | [E : F] | [E : F] ind(A ⊗ A j (K :E))E

as desired.
�

Lemma 7.9. Let A, B be central simple F-algebras, and suppose that B is A-
independent. Suppose that K is a splitting field of B with ind(A) | [K : F]. Let
F ′ = FK (A). Then:

• F ′ is {A, B}-conservative,
• KF ′ = K ⊗F F ′ is a splitting field of AF ′ , and
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• BF ′ is AF ′-independent.

Proof. By Corollary 7.6, since exp(A) | ind(A) | [K : F], it follows that expA =
expAF ′ and expB = expBF ′ . Lemma 7.7 shows us that ind B = ind BF ′ and
Lemma 7.8 shows that ind A = ind AF ′ . By Lemma 7.3 we know that K ′

F ′ is a
splitting field of AF ′ .

Finally, to see that the resulting algebras are independent, we note that since

ind B | ind B ⊗ Ai ⊗ A j (K :E)

for all E, i, j (since B is A-independent), and ind BF ′ = ind B, and

ind(B ⊗ Ai )F ′ = gcd{ind B ⊗ Ai ⊗ A j (K :E)},
it follows that

ind BF ′ | ind Ai
F ′ ⊗ BF ′

for all i , as desired. �
Proof of Theorem G. For a collection of central simple algebras D, let KD denote
the set of all maximal separable subfields of all central simple algebras of the form
M�(D) for D ∈ D. Note that this contains every finite separable splitting field of
every D up to isomorphism.

LetA,B be as in the statement of the theorem.We inductively define a sequence
of field extensions of F by setting F0 = F and Fi+1 to be the compositum of all
field extensions of the form FK (A) for K ∈ KBFi

and A ∈ AFi . Note that there
are natural inclusions Fi ⊂ Fi+1. Let F∞ be the union of the fields Fi . It follows
from Lemma 7.9 that the field F∞ is A ∪ B-conservative.

To complete the proof, we need to show that for every B ∈ B and every splitting
field K of BF∞ , we have that K also splits every A ∈ A. Choose A, K , B as above.
We may write K = F∞[x]/ f for f ∈ Fi [x] for some i . For j ≥ i , write K j for
the field Fj [x]/ f . Note that K j ⊂ K j+1 and

⋃
K j = K . Since B is split by K , it

must therefore also be split by one of the fields K j . But therefore K j ∈ KBFj
(or

at least is isomorphic to a field in this collection), and so FK j (AFj ) ⊂ K j+1. This
tells us that (K j )FK j (AFj )

⊂ K j+1. But by Lemma 7.3, (K j )FK j (AFj )
splits AFj ,

and so K j+1 splits A. Since K j+1 ⊂ K , K splits A as well, and we are done. �

8. csa’s with involution

Recall that an involution on a central simple algebra A/F is an antiautomorphism
τ A → A such that τ 2 = 1. That is, τ(xy) = τ(y)τ (x) and τ(τ (x)) = x for
all x, y ∈ A. It follows that τ(F) = F . We say that τ is of the first kind if τ is
the identity on F and of the second kind if τ has order 2 on F . Recall further that
involutions of the first kind can be either be orthogonal or symplectic type. If Aτ are
the τ fixed or symmetric elements of A, then Aτ /F has dimension n(n+1)/2 over
F where n is the degree of A/F . If τ is of symplectic type then Aτ has dimension
n(n − 1)/2 over F . If A has a symplectic involution then n must be even. We
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also say that two involutions of the first kind are compatible if they are both of
orthogonal type or both of symplectic type.

Finally we recall ([BI] Theorem 3.1 p, 31) that A has an involution of the first
kind if and only if the Brauer class of A/F has order 2. If σ is an automorphism
of F of order 2, then A has an involution of the second kind if and only if the
corestriction of the Brauer class of A to Br(Fσ ) is trivial.

It will be useful to recall one way the above two results are proven.

Lemma 8.1. Let A/F be a central simple algebra.
A ⊗F A has an automorphism τ defined by τ(a ⊗ b) = b ⊗ a. There is a one

to one correspondence between involutions, σ , of the first kind and right ideals
generated by primitive τ fixed idempotents e ∈ (A⊗ A) defined by the relationship
(a⊗ 1−1σ(a))e = 0. (A⊗ A)τ ∼= Ao ⊕ As the direct sum of csa’s corresponding
to the trivial and sign representations of < τ >. This corresponds to orthogonal
and symplectic involutions.

Also assume F/Fη is a degree two Galois extension with Galois group < η >.
Now define τ(a ⊗ b) = b ⊗ a to be the η semilinear automorphism of A ⊗η A.
As before, involutions, σ , of the second kind extending η correspond to right ideals
of A ⊗η A generated by τ fixed primitive idempotents, e, via the same relation
(a ⊗ 1 − 1σ(a))e = 0.

Lemma 8.2. Writing D as a tensor product D1⊗· · ·⊗Dt of cda’s, with each Di of
prime power degree, as in Remark 2.1, D has an involution of second kind fixing Fτ

iff each Di has an involution of second kind fixing Fτ .

Proof. Apply the corestriction to the decomposition, to get

CorF/Fτ (D1) ⊗ · · · ⊗ CorF/Fτ (Dt ) ∼ 1.

�
Since the involution is part of the structure, we want to see what happens when

we change the involution. The following is completely standard.

Lemma 8.3. For any involutions σ , τ of A having the same kind, there is d ∈ A×
with σ(a) = dτ(a)d−1 for all a ∈ A where τ(d) = σ(d) = ±d. If τ , σ are of the
same type, we may assume that τ(d) = σ(d) = d.

Now assume that τ , σ are of the first kind. Let A+ and A− be the τ -symmetric
and τ -skew symmetric elements of A respectively. If τ(d) = d(= σ(d)), then d A+
and d A− are the σ -symmetric and σ -skew elements respectively. If τ(d) = −d,
then d A+ and d A− are the σ -skew and σ -symmetric elements, implying τ and σ

have different types.

Proof. Since σ and τ differ by an automorphism, σ(a) = dτ(a)d−1 for some d ∈
A∗ defined up to multiplication by F∗. Since σ has order 2, a = dτ(d)−1aτ(d)d−1

for all a ∈ A so τ(d) = γ d for γ ∈ F∗. Since τ has order 2, γ τ(γ ) = 1. If τ

is of the second kind, there is an x ∈ F∗ with γ = x/τ(x) and replacing d by
xd yields the needed result. If τ is of the first kind then γ = ±1. The statements
about symmetric and skew elements are immediate, and this proves the relationship
between the types. �
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We occasionally write aσ and aτ for σ(a) and τ(a) respectively.

Proposition 8.4. The following assertions are equivalent, for two involutions σ , τ
of A of the same kind:

• There is an isomorphism (A, τ ) ∼= (A, σ ).
• The d from Lemma 8.3 is of the form d ∈ Fuσu.

• The d from Lemma 8.3 is of the form d ∈ Fvτ v.

Proof. The isomorphism is inner, so there is u ∈ D× such that σ(uau−1) =
uτ(a)u−1, so

uau−1 = σ(σ(uau−1)) = σ(u)−1στ(a)σ (u)

= σ(u)−1dτ(τ (a))d−1σ(u) = σ(u)−1dad−1σ(u)

for all a ∈ A, implying d−1uσu ∈ F. The argument is reversible. Likewise for τ .
�

Often it is easier to treat division algebras with involution than csa’s with invo-
lution, but we need the more general case and we can bridge the gap by observing:

Lemma 8.5. Suppose A = Mr (D) is a central simple algebra with involution τ .

(a) Assume that D is nontrivial, or τ is not symplectic. Then A has a minimal
idempotent e with eτ = e.

(b) Suppose e ∈ A is an idempotent with eτ = e. Then the involution τ ′, induced
by τ on eAe, is of the same type.

Proof. (a). Under our assumptions, D has an involution σ of the same type as A. If
τ is symplectic, then D, if nontrivial, has 2-power index, and D has a symplectic
involution. Then A has a different involution τ ′ given by (di j )τ

′ = (σ (d ji )) which
has the same type as σ and hence as τ . We know that that there is an element u ∈ A∗
such that τ(x) = uτ ′(x)u−1 where τ ′(u) = τ(u) = u. If τ(a) = ±a, then a = ua′
where τ ′(a′) = ±a′. Write u = (di j ), so σ(d11) = d11.

Claim: We can change basis and assume that d11 �= 0. Indeed, if any diagonal
entry of u is nonzero, we permute bases and are done. If all diagonal entries are
zero, we choose the first two basis elements and by block matrix arguments wemay
assume that u is a 2 by 2 matrix. Now the claim is an easy exercise, since we can
conjugate u by a symmetric matrix to get a non-zero element in the 1-1 position.

Let a′ be the matrix with d−1
11 in the 1,1 position and zeroes everywhere else.

Then τ ′(a′) = a′ and e = ua′ has zeroes in all columns except the first, and 1 in
the 1,1 position. Now e2 = e and eτ = e.

(b). τ and τ ′ are of the same kind since F embeds into eAe, and thus compatible
if of the second kind. Thus we may assume that τ and τ ′ are both of the first kind.
Write

A = eAe ⊕ eA(1 − e) ⊕ (1 − e)Ae ⊕ (1 − e)A(1 − e)

and let τ ′′ be the induced involution on (1− e)A(1− e). Any τ -symmetric element
is a tuple (a, b, bτ , d) where a is τ ′ symmetric and d is τ ′′ symmetric, while b is
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arbitrary. Let n, r, s be the ranks of A, eAe, and (1 − e)A(1 − e) respectively, so
n = r + s and eA(1 − e), (1 − e)Ae both have dimension rs. The dimension of
the τ -symmetric space is maximized if τ is orthogonal and then is

n(n + 1)

2
= (r + s)(r + s + 1)

2
= 1

2
(r2 + s2 + 2rs + r + s)

= r(r + 1)

2
+ s(s + 1)

2
+ rs,

and similarly minimized if τ is symplectic, and then is

n(n − 1)

2
= (r + s)(r + s − 1)

2
= r(r − 1)

2
+ s(s − 1)

2
+ rs.

It is now clear by matching dimensions that τ ′ and τ ′′ must be compatible to τ . �
Note that the added assumption of Lemma8.5(a) is needed because a symplectic

involution on M2n(F) never preserves a minimal idempotent.

Proposition 8.6. Suppose A = Mr (D) is a central simple algebra with involu-
tion τ , and D is nontrivial or τ is not symplectic. Then there is a complete set of
minimal orthogonal idempotents e1, . . . , er with eτ

i = ei and involutions τi on D,
such that τi is induced on D via D = ei Aei . Furthermore, the étale subalgebra
of A, L1e1 ⊕ . . . ⊕ Lrer is τ -invariant if and only if the Li ⊂ D are τi invariant.

Proof. This is basically induction on r . Using Lemma 8.5 we can choose e = e1
and then by induction on (1− e)A(1− e) we have all the ei . The rest is obvious.�

We need to define our one-sided relationship in the involutorial case. As a
first step, we observe that preserving maximal étale subalgebras often amounts to
containing certain symmetric or skew symmetric elements.

Lemma 8.7. Let L/F be an étale extension of the field F of degree n and let τ

be an F-automorphism of L of order 1 or 2. If τ has order 2, assume that Lτ /F
has degree n/2. Then there is an x ∈ L such that L = F(x) and τ(x) = ±x. If
τ : L ∼= L has order 2 when restricted to F, then L = F(x) for xτ = x.

Proof. To prove the first statement, it suffices to show that such x form a Zariski
open subset. If τ is the identity this is obvious so we assume that τ has order 2.
Let F̄ be the algebraic closure of F , and L̄ = L ⊗F F̄ = F̄ ⊕ . . . ⊕ F̄ . If
x = (x1, . . . , xn) ∈ L̄ then L̄ = F̄(x) if and only if all the xi are distinct. Also, if
this x ∈ L , then L = F(x) if and only if L̄ = F̄(x). Let e1, . . . , en be the primitive
idempotents of L̄ which must be permuted by τ . Since L̄τ /F̄ has degree n/2, there
must be an ordering of the ei such that τ(ei ) = en−i+1. That is, x ∈ L̄ is a skew
symmetric element if and only xi = −xn−i+1. The set of all such with distinct xi
(and necessarily xi �= 0) is nonempty Zariski open and defined over F .

As for the second statement, L = Lτ ⊗Fτ F by Galois descent and Lτ /Fτ is
étale, so Lτ = Fτ (x) for some x . �
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In particular, if the involution τ is of the second kind, and K/F is a τ -invariant
subfield, then K = K τ ⊗Fτ F .

The above degree condition is, of course, automatic when L is a field. In other
cases, the degree condition must be assumed.

Example 8.8. If L = L1 ⊕ L2 and τ has order 1 on L1 and order 2 on L2, then L
cannot be generated by a skew or symmetric element. This can happen when τ is
of orthogonal type, for example when L = Fe1 ⊕ Fe2 ⊕ Fe3, A = End(V ), V =
Fv1 ⊕ Fv2 ⊕ Fv3, ei (v j ) = 0 for i �= j , ei (vi ) = vi , and q is the quadratic form
q(v1, v1) = q(v2, v2) = q(vi , v3) = 0 for i �= 3, with q(v1, v2) = q(v3, v3) = 1.
In this case n/2 < deg(Lτ /F) < n.

However when τ is symplectic this situation cannot occur.

Lemma 8.9. Suppose A/F, τ is a central simple algebra of degree n with sym-
plectic involution τ . Assume that L ⊂ A is a maximal étale subalgebra which is
τ -invariant. Then τ cannot be the identity on L, and Lτ /F has degree n/2.

Proof. Wecan reduce to the case A = Mn(F), and L ⊂ A are the diagonalmatrices
and τ preserves L . Clearly τ permutes the idempotents of L and we need to show
all the orbits of this permutation have length 2. This is clear when τ is symplectic
since no primitive idempotent can be symmetric. �

This example forces us to strengthen our hypothesis for τ -invariant L ⊂ A.

Definition 8.10. Let n be the degree of a central simple algebra Awith involution τ .
We say L ⊂ A is a τ -maximal étale subalgebra of (A, τ ) if L is a maximal étale
subalgebra, τ(L) = L , and Lτ /F has degree n or n/2.

(This condition is stronger than simply saying that τ acts nontrivially on L ,
seen in Example 8.8.) Note that this requires n to be even, but anyway when n is
odd and A has an involution of first kind, we know that A = Mn(F). Now we can
define our one-sided relationship in the involutorial case.

Definition 8.11. Let (A, τ ), (B, σ ) be central simple algebras with involutions
of equal degree. We say (A, τ ) ≤ (B, σ ) if and only if every τ -maximal étale
subalgebra of A is isomorphic to a σ -maximal étale subalgebra of B.

We also define such a relation when σ is trivial: (A, τ ) ≤ B if and only if every
τ -maximal étale subalgebra of A is isomorphic to a maximal étale subalgebra of B.

Proposition 8.6 allows us to deduce index results from the above relationship.

Lemma 8.12. Suppose (A/F, τ ) ≤ B. Then the index of B divides the index of A.

Proof. If A has index m > 1 or τ is not symplectic, then A has a τ -maximal
invariant étale subalgebra of the form L1 ⊕ . . . ⊕ Ln , where the degree of each
Li/F equals m. Since the Li split B we are done in this case.

The remaining case is when A = Mn(F) and τ is symplectic. In this case
n is even, and we can write A = Mn/2(F) ⊗F M2(F) where τ = σ ⊗ η, η is
the symplectic involution, and σ is the transpose. It follows that Mn(F) has a τ -
maximal étale subalgebra of the form F ⊕ . . . ⊕ F , and thus B is also split and has
index 1. �
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8.1. Involutions and valuations

Suppose (D/F, τ ) is a division algebra with involution and v is a valuation on F .
As in previous sections we would like to go to the completion of F at v, draw some
conclusions, and then pull back results to F when we can. In this section we will
always assume that the degree of D is prime to the characteristic of the residue field
F̄ of v and this residue characteristic is not 2. When τ is of the first kind there is
no difficulty. If Fv is the completion, Dv = D⊗F Fv is a csa with involution τ ⊗ 1
of the first kind. However, if τ is of the second kind, complications arise. First of
all, τ may not preserve v and so one cannot define an extension of τ to Dv . When
this happens, there are two valuations on F , v and τ(v) given by

τ(v)(a) = v(τ(a)).

These valuations, of course, agree on the fixed field Fτ . In this casewe say that v is a
split valuationwith respect to (D/F, τ ). Of course it may happen that τ(v) = v, but
even here there are two cases. If F/Fτ is ramified at v, we say that v is a ramified
valuation with respect to (D/F, τ ). Note that in this case the residue fields F̄ = F̄τ

are equal. The other case happens when F/Fτ is unramified and nonsplit at v, and
in this case we say that v is unramified with respect to (D/F, τ ). Note that here
F̄/F̄τ has degree 2. Also note that if v is ramified with respect to (D, τ ), then there
is no prime π ∈ F fixed by τ and some such π with τ(π) = −π . If v is unramified
with respect to (D, τ ) then there is some prime π ∈ F with τ(π) = π and some
other prime π ′ ∈ F with τ(π ′) = −π ′. τ(π ′) = −π ′

When we can, we will argue by going to the completion and so we are very
interested in studying the casewhere F is completewith respect tov.Note that in this
case D has a unique maximal order S which has a unique maximal ideal
S = S
.
Thus τ(S) = S and τ(
S) = 
S. Set D̄ = S/π S which is a division algebra with
an induced involution τ̄ . Let L̄ be the center of D̄. Then conjugation by 
 induces
an automorphism of D̄ we call η. Of course, η restricts to an automorphism, σ , of
L̄ . Whereas η depends on the choice of
, all such choices differ by a an element of
S∗ and so σ is the unique automorphism defined in this way on L̄ . Also, (L̄/F̄, σ̄ )

is the ramification of D at v.
We require some well known and basic results about how ramification behaves

with respect to restriction and corestriction.

Theorem 8.13. Let F be a field complete with respect to a valuation v with residue
field F̄, and F/F ′ a finite field extension of degree m and ramification index
e. Let Br(F)′, H1(F̄, Q/Z)′ etc. the parts of these groups prime to the char-
acteristic of the residue field, and ram : Br(F)′ → H1(F̄, Q/Z)′ and ram :
Br(F ′)′ → H1(F̄ ′, Q/Z)′ the ramification maps. Set Res : Br(F ′)′ → Br(F)′
and Res : H1(F ′, Q/Z)′ → H1(F, Q/Z)′ to be the restriction maps. Let Cor be
the corestriction maps Br(F)′ → Br(F ′)′ and H1(F, Q/Z)′ → H1(F ′, Q/Z)′.
Then ram ◦Res = e(Res ◦ ram) and ram ◦Cor = Cor ◦ ram.

Proof. The restriction and corestriction of unramified Brauer classes are unrami-
fied, so it is enough to consider some primes π ′ of F ′ and π of F and compute the
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ramification of the restriction of �(L ′/F ′, π ′) and the corestriction of �(L/F, π).
It is also enough to separately consider the cases F/F ′ totally ramified and unram-
ified. In the ramified case we may assume N (π) = π ′ = uπe where N is the norm
and u is a unit. Then L = L ′ ⊗Fτ F so Cor(�(L/F, π)) = �(L ′/F ′, N (π)) =
�(L ′/F ′, π ′) and the restriction of�(L ′/F ′, π ′) is�(L/F, uπe) proving the ram-
ified case.

When F/F ′ is unramified, we can choose π = π ′. The corestriction of
�(L/F, π ′) is �(L ′/F ′, π ′) where L ′/F ′ is the corestriction of L/F . The restric-
tion of �(L ′/F ′, π) is �(L/F, π ′) where L = L ′ ⊗F ′ F . �

We needed the above results to conclude:

Corollary 8.14. Suppose D/F is a division algebra over the complete field F, v

with ramification L̄/F̄ . If K/F is unramified and splits D, then K ⊃ L where L/F
is the unique lift of L̄/F̄ .

Suppose F/F ′ is totally ramified and D/F has trivial corestriction. Then D/F
is unramified.

Proposition 8.15. Consider the map taking an umramified maximal subfield K ⊂
D to K̄ ⊂ D̄. This is one to one and onto on isomorphism classes. In particular, D
contains a copy of L, the unique lift of the ramification field L̄. If τ is an involution
on D inducing τ̄ on D̄, then the above map restricts to one taking τ preserving
subfields to τ̄ preserving subfields. In particular, any τ preserves a copy of L.

Proof. The map K → K̄ is injective on isomorphism classes by general facts. If K̄
is a maximal subfield of D̄ we can set K̄ = F̄(α), so α has degree n = e(n/e) over
F̄ . Let β ∈ D be a preimage of α. Since must have degree at least and at most n,
F(β) is amaximal subfieldwith residue degree n and somust be unramified. It must
therefore contain a copy of L . If τ(α) = ±α, then replacing β by (1/2)(β + τ(β))

or (1/2)(β −τ(β)) suffices. If τ(K ) = K , then L is the unique subfield of K which
is a lift of L̄ , and so τ(L) = L . �

One consequence of the above is a description of D as a so-called generalized
cyclic algebra. Let L ⊂ D be a choice of lift of L̄ with centralizer E ⊂ D.

Theorem 8.16. D = E ⊕ E
⊕ . . .⊕ E
e−1 where 
E
−1 = E and 
e ∈ E∗.
That is, D is a generalized cyclic algebra.

Proof. The automorphism η̄ on Ē corresponds to an idempotent of Ē ⊗σ̄ E◦ and
therefore there is an automorphism η : E ∼= E which lifts η̄ and extends σ on L .
Thus there is a u ∈ D∗ such that uxu−1 = η(x) for all x ∈ E . Write u = s
r for
some r . Since η reduces to η̄, r is congruent to 1modulo e. Since E/L is unramified,

e = tπ where t ∈ S∗ and π is a prime of F . Thus we can modify u by powers of
π such that u = s
 and then rename. �

Using idempotents gives a convenient way to view well known facts about
extending involutions. Note that there is no complete valuation in this result.
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Lemma 8.17. Let σ be an automorphism of F of order 2 and D/F a division
algebra. Suppose L ⊂ D is a subfield and σ extends to an automorphism of L of
order 2. Let E ⊂ D be the centralizer of L. Suppose D/F has an involution of the
second kind extending σ . Then any involution of the second kind of E, extending
σ , can itself be extended to an involution of the second kind of D.

Proof. Letμ be the σ semilinear automorphism of D⊗F,σ D defined byμ(a⊗b) =
b ⊗ a. By assumption B = (D ⊗F,σ D)μ is a matrix algebra over Fσ . We have
(L ⊗σ L)μ ⊂ B. There is an idempotent e ∈ (L ⊗σ L)μ generating the kernel of
phi : (L ⊗σ L)μ → Lσ defined by φ(x ⊗ y) = xσ(y) which we note satisfies
φ ◦ μ = σ ◦ φ. Then E ⊗L ,σ E ⊂ e(D ⊗F,σ D)e ⊂ (D ⊗F,σ D) defines an
embedding (E ⊗L ,σ E)μ ⊂ B. An involution of E defines an idempotent f of
(E ⊗L ,σ E)μ and when f is viewed as an element of B it can be written as a sum
of primitive idempotents each of which defines an involution of D extending the
given one of E . �

A basic way that involutions behave well in the complete case is the following.
Note that there are many versions of this that are well known in the commutative
case.

Lemma 8.18. Let D/F be a division algebra where F is complete with respect
to a discrete valuation v. Let τ be an involution on D which must preserve the
maximal order S ⊂ D and maximal ideal 
S ⊂ S. Assume τ(
) = ±
. Suppose
u ∈ 1 + 
S is fixed by τ . Then there is a v ∈ 1 + 
S such that u = vτ(v).

Proof. To begin with set x1 = 1 and assume, by induction, xiuτ(xi ) = 1 + si
i

for si ∈ S. If τ(
) = 
 then si is τ fixed and if τ(
) = −
 then τ(si ) = −si . In
the first case we can choose z such that z+ τ(z) = si . Other wise we choose z such
that si = z − τ(z). Set xi+1 = (1 − zπ i )xi . Then xi+1uτ(xi+1) = (1 − zπ i )(1 +
siπ i )τ (1− zπ i ) = 1+ si+1π

i+1 for some si+1 as needed. Let x be the limit of the
xi so xuτ(x) = 1. Then we are done if we set v = x−1. �

Combining the above results give results about lifting involutions uniquely.

Lemma 8.19. Let A/F be unramified over F and π a prime of F which is therefore
also a prime of S. Let σ be an automorphism of F or order one or two and σ̄ the
induced automorphism of F̄ . Let τ̄ be an involution of Ā which extends σ̄ . Then τ̄

lifts to an involution τ of A extending σ . If η = 1 then τ is orthogonal if and only
if τ̄ is orthogonal. All choices of τ are isomorphic.

Proof. Set B ′ = A⊗F,σ A and B = B ′μ whereμ(x⊗ y) = y⊗x . Then involutions
of A correspond to minimal right ideals of B which are generated by idempotents.
Since idempotents lift over complete dvrs we have that involutions lift. If τ and τ ′
are two lifts then τ ′ = uτu−1 where u is τ fixed. Since π is central, we can assume
u ∈ S∗. Adjusting u by an element of f we can assume u ∈ 1+ π S. By the above
lemma u = vτ(v) and this shows τ and τ ′ are isomorphic. �

We can begin giving detailed descriptions of involutions of the second kind.
The first case is when v is τ ramified.



238 D. Krashen et al.

Proposition 8.20. Suppose D/F and v are as above and D/F has an involution,
τ , of the second kind. Set F ′ = Fτ . Finally assume v is τ ramified. Then D/F
is unramified and has order 2. D ∼= D′ ⊗ Fτ F for D′ of order two. If η is the
restriction of τ to F, then τ is isomorphic to σ ⊗ η where σ is an involution on D′
of the first kind.

Proof. First of all since the above theorem says corestriction of F/Fτ is the identity
on ramification, it follows that D/F is unramified. Since D̄ has center F̄ = F̄ ′ there
is a division algebra D′/F ′ which maps to D̄. It follows that D = D′ ⊗F ′ F . Now
D̄ = S/π S has center F̄ and where π is a prime of F and τ(π) = −π . τ induces
an involution τ̄ which is of the first kind since τ acts trivially on F̄ . Thus D̄ and
hence D′ has order 2 in the Brauer group. If η is the restriction of τ to F , then 1⊗η

is an automorphism of D extending η. Let σ be an involution of the first kind on
D′ lifting τ̄ and σ ⊗ η is another involution of the second kind that also lifts τ̄ . We
saw above they must be isomorphic. �

The above corollary is a pretty complete description of involutions of the second
kind where F/Fτ is ramified. To deal with the other case we need to work more,
and particularly to understand ramification better. We begin with a technical result
describing how τ and 
 interact.

Lemma 8.21. Suppose F is a field complete with respect to a discrete valuation v

and D/F is a division algebra. Let τ be an involution of any kind on D which must
preserve the valuation on F.Then there is a choice of 
 such that τ(
) = ±
.

Assume that D �= F and that for all choices is of 
 as above we have τ(
) =
−
. Then the following further properties hold. First, that D̄ is commutative, the
ramification field of D has degree 2, and D is quaternion. Moreover, if τ is of the
first kind, τ is symplectic. Finally, if τ is of the second kind, D = D′ ⊗Fτ F and
τ has the form τ ′ ⊗ η where τ ′ is symplectic and η is the restriction of τ to F. In
addition, F/Fτ is unramified.

Proof. Let η be the automorphism of D̄ induced by conjugation by 
. Now it
is obvious that τ(
) = u
 where u ∈ S∗. If 1 + u /∈ 
S, then 
 + τ(
) is
a uniformizer and τ -symmetric. Thus we assume 1 + u ∈ 
S for all such u. All
choices of
 have the form s
where s ∈ S∗. Thus if no choice of
 is τ symmetric,
we must have s
 + u
τ(s) ∈ S
 for all s ∈ S∗. That is, for all s̄ ∈ D̄,

s̄ = η(τ(s̄)), ∀s̄ ∈ D̄.

This is impossible unless D̄ = L̄ is commutative and η has order 2. In particular,
L̄/F̄ has degree 2 and so D has degree 2. Let ȳ ∈ L̄ be such that τ(ȳ) = −ȳ. If
y′ ∈ S∗ is a preimage of y, then y = (1/2)(y′ − τ(y′)) also maps to ȳ and
τ(y) = −y. It follows that L = F(y) ⊂ D is a maximal subfield, is unramified,
and has residue field L̄ . Moreover a = y2 ∈ F . Also, 
2 = sπ where s ∈ S∗
and π is a prime in F . If z ∈ D∗ is such that zyz−1 = −y, write z = s′
r for
s′ ∈ S∗. Since conjugation by z is nontrivial on L̄ , r must be odd. Altering z by a
power of π , we can assume z = s′
 which we can can rename as 
. Since y and
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 must generate D, 
2 ∈ F∗ and we rename 
2 as π . Altogether, D = (a, π) is
generated by y and 
 such that y2 = a, 
2 = π , y
 = −
y, and τ(y) = −y. It
follows that τ(
) = u
 where u ∈ L∗. Furthermore,


 = τ 2(
) = τ(u
) = u
σ(u) = u2
,

and so u = ±1.
If τ is of the first kind, and τ(
) = −
, then τ is symplectic by definition.
If τ is of the second kind, let μ be the symplectic involution. Then μτ is an

automorphismwhich is the identity on D′ = Fτ (α,
) and clearly D = D′ ⊗Fτ F .
If F/Fτ were ramified, the uniformizer in F would have the same valuation as 


(since Fτ (
)/Fτ has degree 2), a contradiction. �

Note that in the case D = (a, π) it can be the case that τ(
) = 
 is never true.
Once again, let η be the automorphism induced on D̄ by conjugation by 
.

Using the above lemma we have

τ(
u
−1) = 
−1u


and so τη = η−1τ on D̄.
We return to studying D/F with involution τ of the second kind and complete

F, v where v is τ unramified and D/F is ramified.

Definition 8.22. Suppose τ is an automorphism of F of order 2, i.e., F/Fτ has
degree 2, and L/F is any cyclic extension. We define

τ L = L ⊗τ F,

where the τ in the subscript says that F is viewed as a twisted F-module via τ .
If τ L ∼= L over F , this implies that τ on F extends to L and we use the same
symbol τ for a choice of this extension. Let σ be a generator of the Galois group
of L/F . If τ(L) ∼= L and τσ = σ−1τ we say that L/F is dihedral.

As before let D̄ have center L̄ and recall that we can assume L ⊂ D. If E is the
centralizer of L in D then Ē = D̄. Note that if σ is the restriction of τ to L , the
above relationship shows that L̄/F̄τ is dihedral (note that the Klein four group is
called "dihedral" here). It follows that L/Fτ is dihedral.

Given a τ as above, there is an induced τ̄ on D̄/L̄ and then a lifted τ ′ on E/L
where E is the centralizer of L . We also denote by τ ′ an extension of τ ′ to D. Note
that all extensions have the same induced τ̄ ′ on D̄. We have τ = uτ ′u−1 for a τ ′
fixed u. Write u = v
r where v ∈ S∗. Since τ̄ and τ̄ ′ are equal to σ on L̄ , we have
that e divides r . Write 
e = wπ where π is a prime of Fσ . After adjusting by a
power of π , we can assume u ∈ S∗. Since τ̄ = τ̄ ′, it follows that u maps to ū ∈ L̄
and ū is clearly τ̄ ′ fixed. Lift ū to y ∈ Lτ ′

and write u = u′y. Then u′ ∈ 1 + 
S
and set τ ′′ = yτ ′y−1. Note that τ ′′ is another choice of extension from E , and that
u′ is τ ′′ fixed. By the above lemma, u′ = vτ ′′(v). We have shown:
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Lemma 8.23. Suppose τ is an involution of the second kind on D and F/Fτ is
unramified. Let L ⊂ D be a lift of the ramification field with centralizer E so
Ē = D̄. Let τ ′ be an involution on E lifting τ̄ . Then there is an extension of τ ′ to
D which is isomorphic to τ . In particular, there is another list of L̄ to D which is
preserved by τ .

Next we fix such a τ and assume L ⊂ D is preserved by τ as above. Again
let E be the centralizer of L which is therefore also preserved by τ . We saw above
that there is a prime 
 such that τ(
) = 
 and a possibly different 
′ such
that 
′E
′−1 = E . Let T ⊂ E be the maximal order. Since E/L and L/Fτ are
unramified, T has maximal ideal πT where π is a prime of Fτ . Now 
 and 
′
induce different automorphisms, η̄ and η̄′ on D̄ = Ē but both extend the unique
τ̄ on L̄ . Thus η̄(x) = ūη̄′(x)ū−1 for ū ∈ Ē∗. Now ū has a preimage u ∈ E∗
and changing 
′ to u
′ we can assume η̄ = η̄′. In particular, τ̄ η̄′τ̄ = η̄′−1 or
(η̄′τ̄ )2 = 1.

Write τ(
′) = d
′ and note that changing 
′ to s
′ for s ∈ E∗ changes d
to dη′τ(s)s−1. Also, we have dEd−1 = E and d ∈ S∗. Let η′ be the automor-
phism of E induced by 
′. Then τ 2(
′) = τ(d
) = d
τ(d) = dη′τ(d)
′
and so dη′τ(d) = 1. For any s ∈ S∗, s
′ = τ 2(s
′) = τ(d
′τ(s)) =
τ(dη′τ(s)
′) = d
′τη′τ(s)τ (d) = dη′τη′τ(s)η′(τ (d))
′ = d(η′τ)2(s)d−1
′
and so (η′τ)2(s) = d−1sd for all s ∈ S∗.

Since (η̄′τ̄ )2 = 1 we have that d̄ ∈ L̄∗. Since d̄xd̄−1 = x for all x ∈ L̄ , we
have that d commutes with L . Thus d ∈ T ∗ = S∗ ∩ E . Also, d̄η̄τ̄ (d̄) = 1 so
d̄ = η̄τ̄ (v̄)(v̄)−1 for v̄ ∈ L̄ . Lift v̄ to v ∈ L∗ ∩ T ∗ and replace 
′ by v−1
′. We
calculate that now d̄ = 1.

We define di , si ∈ T ∗ and primes 
i as follows. Set d1 = d, s1 = 1, 
1 = 
′.
Assume di ∈ 1 + π i T are defined such that τ(
i ) = di
i and 
E
−1

i = E . Let
ηi be the automorphism of E defined by 
i . Note that (ηiτ)2 induces the identity
on Ē and diτiη(di ) = 1.Write di = 1+tiπ i and compute that diηiτ(di ) ∈ 1+(ti +
ηiτ(ti ))π i+π i+1T which implies that ti = −ηiτ(ti )moduloπ . Sinceηiτ has order
2 modulo π , we can write ti = ηiτ(t)− t and set s = 1− tπ i . If 
i+1 = s
i then
τ(
i+1) = di+1
i+1 where di+1 = diηiτ(s)s−1 = 1+ (ti −ηi (t)+ t)π i + zπ i+1

for some z ∈ T or di+1 = 1 + ti+1π
i+1 for some ti+1. Having defined all the 
i

we can take the limit, call it 
 and note that τ(
) = 
 and 
E
−1 = E . If 


induces η on D then τη = η−1τ .

Theorem 8.24. Let D/F be a division algebra over a complete field F, v and let
τ be an involution of the second kind such that F/Fτ is unramified. Then there is
a subfield L ⊂ D such that L̄/F̄σ is the ramification of D, τ(L) = L. Let E ⊂ D
be the centralizer of L so E/L is unramified. There is a choice of prime 
 of D
such that τ(
) = 
 and
 induces an automorphism η in E such that τητ = η−1.
All of this defines the extension of τ from E to D = �(E/L , η,
e) viewed as a
generalized cyclic algebra.

Without the benefit of the completion, there is at least a little we can say in the
split case.
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Proposition 8.25. Suppose (D/F, τ ) is an algebra with involution of the second
kind, and v is a valuation on F. Let L̄/F̄ be the ramification field of D. Suppose v

is split with respect to τ . Then L̄/F̄ = L̄/F̄τ is also the ramification field at τ(v).

Proof. Let w be the restriction of the valuation v to Fτ . For clarity, let σ be the
restriction of τ to F , an automorphism of order 2. We know that v and σ(v) are
the two distinct extensions of w to F . Let Fw be the completion of Fσ at w. Since
the natural inclusion Fτ

w ⊂ Fv is surjective, F ⊗Fσ Fw = Fw ⊕ Fw. The two
induced maps F → Fw are the two completions (The fields Fv and Fσ(v) can
be identified as Fw-algebras, but these completion maps are different). Moreover,
σ ⊗ 1 switches the two fields in the direct sum, and so (σ ⊗ 1)(α, β) = (β, α).
Then D ⊗Fσ Fw

∼= Dv ⊕ Dσ(v). Looking at τ ⊗ 1 as an involution, we have that
Dv

∼= D◦
σ(v) over Fw. It follows that the ramification of Dv and Dσ(v) are inverse

to each other, so the ramifications fields over F̄v = F̄σ(v) = F̄w are the same. �
We will also need a lemma relating the τ -invariant subfields of D̄ and D.

Lemma 8.26. Let F be a field complete with respect to a discrete valuation v and
(D/F, τ ) a division algebra with involution such that τ preserves v. Let LD be
the ramification field of D. There is a 1:1 correspondence between the τ -invariant
maximal subfields of D̄ and the unramified τ -invariant maximal subfields of D all
of which contain a copy of LD.

Proof. If L ⊂ D is maximal, unramified, and τ -invariant then L̄ ⊂ D̄ is also maxi-
mal and obviously τ -invariant. Conversely, suppose L̄ ⊂ D̄ is maximal, separable,
and τ -invariant. Let n be the degree of D/F and e = [LD : F] the ramification
index. By Lemma 8.7 there is an x̄ ∈ L̄ such that L̄ = F̄(x̄) and τ(x̄) = ±x̄ . If
(D/F, τ ) is of the first kind, the characteristic of F̄ is not 2, and there is a preimage
x ∈ D such that τ(x) = ±x . Set L = F(x) and let L ′ ⊂ L be the maximal
intermediate field unramified over F . Then L ′ contains LD and L̄ ′ ⊇ F̄(x̄) so
[L̄ ′ : F] = [L̄ ′ : LD]e = (n/e)e = n implying that L ′ = L and L̄ ′ = L̄ . �

We need to consider involutions of the first kind.

Proposition 8.27. Suppose (D/F, τ ) is a division algebra with involution of the
first kind and F is complete with respect to a valuation v. Then τ induces an
involution on D̄. Let LD be the ramification field which has degree at most 2
over F. If LD/F has degree 2, let η generate its Galois group.

(a) If D/F is unramified then (D̄, τ ) is of the same type as (D, τ ).
(b) Otherwise, τ restricts to the identity or η on L̄D, and τ is of the first or second

kind respectively. Both possibilities always occur for any given D.

Proof. This is mostly obvious. Note that if τ(
) = ±
, then x → 
τ(x)
−1

has the other possible behavior on LD . �
Suppose (A/F, τ ) and (B/F, σ ) are csa’s with compatible involutions. Assume

that v is a discrete valuation on F with completion Fv . Except when τ , σ are of
the second kind and split, they induce involutions τ , σ on Av = A ⊗F Fv and
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Bv = B ⊗F Fv . If τ , σ are of the second kind and split, let w be the restriction
of v, and hence of v′ = σ(v) = τ(v), to Fτ , let Fw be the completion of Fτ at w,
and write A ⊗Fτ Fw

∼= Av ⊕ Av′ ; similarly for B.

Proposition 8.28. Suppose A/F, τ and B/F, σ are central simple algebras with
compatible involutions. Let v be a discrete valuation on F. Assume that A/F and
B/F have the same degree, and (A/F, τ ) ≤ (B/F, σ ).

(a) If τ , σ are not of the second kind or not split with respect to v, then (Av, τ ) ≤
(Bv, σ ).

(b) If τ , σ are of the second kind and split with respect to v, then Av ≤ Bv and
Av′ ≤ Bv′ where v′ = τ(v).

A similar result holds if we just assume that (A, τ ) ≤ B.

Proof. This argument closely follows that of Proposition 4.7. The two parts are also
similar, with b) a bit more unusual so we will do only that one explicitly. Recall
that A ⊗Fτ Fv

∼= Av ⊕ Aτ(v) and Aτ(v)
∼= A◦

v . Let Lv ⊂ Av be an étale maximal
subalgebra. Then Lv = Fv(a′). Consider (a′, a′) ∈ Av ⊕ Aτ(v), which makes
sense. Clearly (a′, a′) is τ ⊗1-symmetric. Note that Aτ ⊗Fτ Fv is the τ -symmetric
subspace of Av ⊕ Aτ(v). Thus there is an a ∈ Aτ which is as close as we need to
a′. We form F(a) = L which is τ -invariant and use Krasner’s lemma to assure that
L ⊗F Fv

∼= Lv . Since L ⊂ B is σ -invariant by assumption, Lv ⊂ Bv as needed.�

8.2. An involutory version of the Fein–Schacher Theorem

To pass from cda’s to cda’s with involution, we need to generalize [9].

Lemma 8.29. Suppose D/F is a quaternion algebra with involution τ .

(a) Then D is generated by α, β with αβ + βα = 0, α2, β2 ∈ F, τ(α) = ±α and
τ(β) = ±β.

(b) Suppose further that all τ -invariant maximal subfields are isomorphic. Then
α, β from a) can also be assumed to satisfy α2 = −1 = β2. Moreover, F is
Pythagorean.

Proof. (a) This is well known. If τ is symplectic all maximal subfields are τ -
invariant. If τ is orthogonal, it is well known that there are anti-commuting elements
α and β with τ(α) = α and τ(β) = −β, so assume that τ is of the second kind.
Let σ be the symplectic involution. Then τστ is also an involution. If τστ(x) = x
then σ(τ(x)) = τ(x), implying τ(x) ∈ F , and x ∈ F . Thus τστ is also symplectic
(which is unique), so τστ = σ , i.e., τσ = στ .

Of course στ is an automorphism extending an automorphism on F , and so
the fixed ring is a division ring D′/L , with involution induced by σ, where F/L is
quadratic with automorphism τ . Thus there are σ -antisymmetric α, β which anti-
commute and are στ fixed. That is, τ(α) = σ(α) = −α and τ(β) = σ(β) = −β.
This proves a).

(b) Note that α2 = a and β2 = b are τ fixed. Furthermore, (αβ)2 = −ab with
τ(αβ) = ±αβ. By assumption, a = c2b, and so ab = −c2b2. Thus γ = (αβ)/(bc)
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satisfies τ(γ ) = ±γ and γ 2 = −1. Again by assumption, the fields F(α), F(β) are
both isomorphic to F(

√−1). If τ is of the first kind, then F(α) contains i = √−1
and it is clear that τ(i) = ±i . Of course the same is true for F(β). If τ is of the
second kind, then we saw above that we may assume that τ(α) = −α and we know
that α2 = −a2 for a ∈ F . Clearly a2 is τ -fixed, so τ(a) = ±a and τ(α

a ) = ∓a.
As for the last point, suppose a, b ∈ F and consider γ = aα + bαβ where we

may assume that τ(β) = −β. Then τ(γ ) = ±γ and γ 2 = −a2 − b2 which must
have the form −c2. �
Lemma 8.30. Suppose D/F is a division algebra of degree n, with an involution τ ,
such that every maximal τ -invariant subfield contains a copy of the cyclic field
extension L/F of prime degree p.

(a) Assume that τ(L) ∼= L over F. (This is the case when τ is of the first kind.) If
F ⊂ L ⊂ K ⊂ D and K is a τ -invariant field, then τ(L) = L.

(b) Assume that τ is of the second kind, and τ(L) is not isomorphic to L. Then
L ⊗ τ(L) contains a cyclic field extension L ′/F such that (τ ⊗ τ)(L ′) = L ′,
τ L ′ ∼= L ′ (see Definition 8.22), and L ′/Fτ is dihedral. Let K be a maximal
subfield which is τ -invariant. Then K contains a isomorphic copy of L ′ as well.

(c) Suppose K ⊂ D is a non-maximal τ -invariant subfield which commutes with
but does not contain L ⊂ D. Then K does not contain another copy of L.

(d) Suppose K ⊂ D is a non-maximal subfield not containing L. Then the central-
izer DK has the property that everymaximal subfield contains a copy of K L/K.
If K is τ -invariant, then every τ -invariant maximal subfield of D contains a
copy of K L/K.

Proof. (a) Since τ(L)⊗F L has zero divisors, no field contains it, implying τ(L) =
L . A similar observation proves (c).

(b) If τ(L) and L are not isomorphic then L ⊗F τ L is a field Galois over Fτ with
group the wreath product (Z/pZ ⊕ Z/pZ) � Z/2Z. The existence of L ′ is
immediate. Any τ -invariant maximal subfield K contains a copy of τ(L)⊗F L ,
and thus L ′.

(d) Let K ′ be a maximal subfield of DK , τ -invariant when required. Then K ′ is a
maximal subfield of D and contains a copy of L . Moreover K �= K L ⊂ K ′ as
needed. �
Given the above, we will always assume that τ(L) ∼= L .

Definition 8.31. Suppose that τ is an involution on D.We say that D/F is τ -varied
if there is no nontrivial cyclic extension K/F contained isomorphically in every
maximal (with respect to being τ -fixed) τ -fixed subfield of D/F .

F is τ -varied if every central division algebra of odd degree > 2 over F is
τ -varied.

This concept is relevant because of the following result.

Proposition 8.32. Every csa A of degree n with an involution τ of the second kind
has arbitrarily many subfields with disjoint Galois closures, whose Galois groups
over F are all the symmetric group Sn.
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Proof. By [20, section 2], the maximal étale τ -invariant subalgebras of A corre-
spond to the maximal tori of the corresponding (special) unitary group G. On the
other hand, a simpler form of this result can be obtained directly fromHilbert’s Irre-
ducibility Theorem, so that over a finitely generated field there are always generic
tori. Thus A always contains a maximal subfield E which is τ -invariant and such
that the Galois group of its Galois closure over F is Sn . In fact, one can find an
arbitrarily large number of such tori that their Galois closures are disjoint over F.

See [20] for further details. �
Corollary 8.33. Every finitely generated field is τ -varied.

Proof. The group Sn of the Galois closure of such a maximal subfield cannot have
a nontrivial normal subgroup of odd degree. �

We would like to prove that if D has degree p, then it is impossible that some
nontrivial τ -invariant F-subfield L ′ of D is isomorphic to F[b]. Then L contains
some b′ = aba−1, i.e., b′a = ab. But then applying τ yields τ(a)b′ = bτ(a), so
τ(a)a centralizes b, i.e., τ(a)a ∈ F[b]. Conversely, if τ(a)a = d ∈ F[b] then
b′ = aba−1 is τ -symmetric since

τ(b′) = τ(a)−1bτ(a) = ad−1bda−1 = ad−1dba−1 = aba−1 = b′.

So does any τ -invariant F-subfield contain aba−1 where τ(a)a ∈ F[b]?
This could lead to a generic counterexample, where we show that the generic
τ -symmetric element does not have this form.

Another way of obtaining τ -symmetric elements is simply to take b+αb′ where
α ∈ F0. But so far neither of these approaches tends to work.

As before, H denotes (−1,−1)F .

Proposition 8.34. Again, suppose that D/F is a cda of degree n = pt , with an
involution τ . Assume that L is a cyclic extension of F, which is noncyclic over
Fτ in case τ is of second kind, and every maximal (with respect to being τ -fixed)
τ -fixed subfield of D/F contains a copy of L.

Then p = 2, L = F(
√−1), and D = D′ ⊗F H for some cda D′.

Proof. First we prove that p = 2. Of course p = 2 if τ is of the first kind, so we
assume that τ is of the second kind, and let F0 = Fτ and L0 = Lτ . Then L/F0 is
Galois, with group generated by σ and τ . Write L0 = F0[b], where bp ∈ F. then
L = F[b].

Let u ∈ D satisfy uLu−1 = L but u does not commute with the elements
of L . Let σ be the automorphism of L/F defined by u, so u�u−1 = σ(�), implying
τσ (τ(�)) = τ(u)−1τ 2(�)τ (u) = τ(u)−1�τ(u). If τ is of the first kind, τ restricts
to an an element of the cyclic Galois group of L/F , and τστ = σ .

τστ fixes F and thus is a power of σ k of σ . Now

σ = τ(τστ)τ = σ k2 ,

implying k ∼= ±1 (mod p). Thus either τ commutes with σ or together they
generate a dihedral group.
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For any a ∈ L ,

τ (u)aτ(u)−1 = τ(u−1τ−1(a)u) = τσ−1τ−1(a),

which is σ(a) in the dihedral case and σ−1(a) if τ commutes with σ . In the dihedral
case, d = τ(u)u induces σ 2 on L , so we may replace u by τ(u)u and assume that
uτ = u.

Thus we have proved the claim that p = 2.
By a parallel induction, D has a τ -invariant subfield of codegree 2 not containing

L , which we call K ′. Consider the centralizer DK ′
. By Lemma 8.29 we have

DK ′ = (−1,−1)K ′ . Let α, β ∈ DK ′
be as in Lemma 8.29(b). Then α, β generate,

over F , a τ -invariant subalgebra of D isomorphic to H. Thus D = D′ ⊗F H.
We still need to show that L has the required form. We know that LK ′/K ′ =

K ′(
√−1). Write L = F(

√
a). We are done if −a is a square in F . Assume not.

We know that −a is a square in K ′; that is, K ′ contains F(
√−a). Note that this

argument applies to any τ -invariant K ′ of codegree 2. In particular any τ -invariant
maximal subfield of D′ contains F(

√−a) and by induction this equals F(
√−1),

a contradiction since D′ ⊗F H is a division algebra. �
Remark 8.35. We have not been able to handle the case where L is cyclic over
Fτ and τ is of second kind, although we suspect that it also holds since one can
construct an assortment of τ -fixed subfields of D/F . The difficulty is showing that
one does not contain a copy of L .

For convenience, we assumed above that L/F had prime degree. This case turns
out to be sufficient because of the following very familiar result, whose proof we
include for convenience.

Lemma 8.36. Suppose F(
√−1)/F is nontrivial. Then there is no cyclic field exten-

sion L/F of degree 4 containing F(
√−1).

Proof. Set i = √−1. Suppose L/F exists and η generates its Galois group. Then
L = F(i)(

√
a + bi) where a, b ∈ F and η(

√
a + bi) = √

a + bi β for β =
c+di ∈ F(i). Then η2(

√
a + bi) = √

a + biβη(β) and soβη(β) = −1, implying
c2 + d2 = −1 since η is conjugation on F(i). Squaring both sides yields

a − bi = (a + bi)(c2 + d2 + 2cdi) = (a + bi)(−1 + 2cdi),

implying (−1)2−4c2d2 = 1, or cd = 0. But then (a−bi) = (−1)(a+bi), yielding
a = 0. If d = 0 then c2 = 1 contradicting the nontriviality of F(i)/F . Hence,
c = 0 and d = ±1 and β = ±i . But η(±i)(±i) = −i(i) = 1 a contradiction. �

In the involutory case there are many situations where we can prove that D′ of
Proposition 8.34 must be trivial. We begin with an easy lemma.

Lemma 8.37. Suppose (D, τ ) is a division algebra with involution of the first kind.
Then D has a τ -invariant subfield of codegree 2.
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Proof. By induction it suffices to show that when D has degree larger than 2, D has
a nonmaximal noncentral τ -invariant subfield. If τ is symplectic, any symmetric
element generates a nonmaximal subfield. If τ is orthogonal, let u ∈ D be a skew
element and we are done unless for all such u, u2 is central. Of course in this case
F(u) itself will do. �
Proposition 8.38. Suppose D = D′ ⊗F H has an involution of first kind, with
respect to which H is τ -invariant, and every maximal subfield of D contains
F(

√−1). Then D′ = F.

Proof. By the above lemmawemayassume that D′ has degree 2, and so D′ = (a, b)
is quaternion. Let α β be as in Lemma 4. Then αi and β j commute and generate the
maximal invariant subfield F(

√−a,
√−b). Since this is assumed to contain

√−1,
we have that a is a square, b is a square, or ab is a square. The first two violate that
D′ is a division algebra, and in the third case D′ = (a, b) = (a,−ab) = (a,−1)
which violates that D′ ⊗ (−1,−1) is a division algebra. �

We have proved:

Theorem 8.39. Suppose (D/F, τ ), is a τ -varied division algebra with involution.
Let L/F be a cyclic prime degree field extension such that L/Fτ is not cyclic when
τ is of the second kind. Then there is a τ -invariant maximal separable subfield
K ⊂ D such that K/F does not contain a copy of L/F, unless L = F(

√−1),
D = H ⊗F D′, and F is a Pythagorean field. If τ is of the first kind, then D = H.

We obtain the exceptional case by means of [10]:

Example 8.40. Suppose λ is a commuting indeterminate over a field F containing
a primitive n-th root ε of 1. Then for any a ∈ F , the symbol algebra (a, λ) (given
by αn = a, βn = λ, and αβ = εβα) has involution of the second kind, given by
ατ = α, βτ = β−1, and (αβ)τ = βτατ = β−1α. Indeed, we only have to show
that τ is an anti-homomorphism, since obviously it has order 2. But applying τ to
the relation αβ = εβα gives

(βα)τ = ε−1(αβ)τ = ε−1β−1α = αβ−1 = ατβτ ,

as desired.
Now take the fields F ⊂ K as in [10], and taking E = F(t) in their notation

(t = λ), we see that their symbol algebra A has an involution of the second kind
over the fixed field Eτ where τ(t) = t , and thus their algebra D = H ⊗E A has an
involution obtained by taking the tensor product over E .

8.3. Main result

The following is the involutory analog of Corollary 4.18.

Theorem 8.41. Suppose (A/F, τ ) is a csa with an involution, and (A/F, τ ) ≤
B/F. We assume that B also has an involution of the same kind. Also assume that
F has a valuation v and L A, LB are the respective ramification fields, with LB not
cyclic over Fτ in case τ is of second kind. Then LB ⊆ L A(

√−1).
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Proof. If τ is split with respect to v, then by Proposition 8.28, Av ≤ Bv and the
result follows from Corollary 4.18.

Suppose then that τ preserves v. By Proposition 8.28 we may assume that F
is complete with respect to v. Let D be the underlying division algebra of A, so
LA = LD . Assume first that D/F is nontrivial or τ is not symplectic. Then there
are a complete set of orthogonal idempotents e1, . . . , en such that the ei are τ -
symmetric and the involution τi induced by τ on D = ei Aei is compatible to τ .
If Li ⊂ D is maximal separable and τi -invariant, then L = L1e1 ⊕ . . . ⊕ Lnen
is τ -maximal étale in A and hence splits B. Note that this implies that all the Li

split B. If L ⊂ D is an unramified maximal τ1-invariant subfield, then L appears
in a τ -maximal étale K ⊂ A and therefore L splits B. Since L/F is unramified,
L ⊃ LB . By Lemma 8.26 L̄ A L̄ B is contained in every maximal subfield of D̄.

If τ is of the second kind, then LB/F is dihedral and it follows that LBL A/L A

is dihedral. If τ is of the first kind, then L A/F and LB/F have degree at most 2.
If τ1 acts nontrivially on L̄ A, then L̄ B L̄ A is dihedral over Lτ

A. By Theorem 8.39,
LBL A ⊂ L A(

√−1). �
The above result is unsatisfying, in the sense that we would like to remove the

assumption that the involutions are of the same kind and the non-cyclicity of LB

over Fτ . To do so, one may have to resolve Remark 8.35. From Proposition 8.34
we have:

Proposition 8.42. In the above theorem, if L B is not contained in L A, then L̄ A is
Pythagorean and D̄ = D′ ⊗L̄ A

H. If τ is of the first kind, then D̄/L̄ A = H/L̄ A.

Proof. The first statement is clear. To prove the second, we must prove that D′ has
a maximal subfield of codegree 2. Even though τ on D̄ could be of the second kind,
acting nontrivially on L̄ A, it is certainly still true that D̄ has order 2 in the Brauer
group. �
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