
THE BRAUER GROUP OF A FIELD

IGOR RAPINCHUK

This paper is devoted to the construction of the Brauer group of a field and its description in
terms of factor sets. Since the elements of the Brauer group are similarity classes of central simple
algebras over a given field, we begin by establishing some fundamental theorems for such algebras
in §§1 and 2 (this material is contained, for example, in [2], [4] and [6]). In §3, we introduce the
Brauer group of a field, and in §4 we describe it using factor sets and crossed products, which leads to
an isomorphism between the Brauer group and a certain second cohomology group (this part closely
follows the exposition given in [2], Ch. 4). In §5 we specialize to crossed products associated to cyclic
Galois extensions. Finally, in §6 we apply the general theory to describe the Brauer group of a local
field. (These two sections follow [4], Ch. 15 and 17.)

In this paper, all algebras will be associative and finite dimensional.

1. Basic facts about simple algebras

Let A be an algebra with identity over a field K. We recall that A is said to be simple if it has no
proper two-sided ideals, and central if its center Z(A) coincides with K. We will study algebras by
analyzing the structure of modules over them. A (left) A-module M is simple if it contains no proper
submodules. The following well-known statement will be used repeatedly.

Schur’s Lemma. If M and N are simple A-modules then every nonzero A-module homomorphism
f : M → N is an isomorphism. In particular, if M is a simple A-module then EndAM is a division
ring.

Indeed, we have Ker f 6= M, so Ker f = {0}, and f is injective. Similarly, Im f 6= {0}, so Im f = N,
making f also surjective, hence an isomorphism.

Now, let A be a (finite dimensional) simple K-algebra. By dimension consideration, there exists a
minimal nonzero left ideal M ⊂ A. In the sequel, AA will denote A considered as a left A-module, and
then M is a simple submodule of AA.

Proposition 1. Let A be a finite dimensional simple K-algebra, and M ⊂ A be a nonzero minimal
left ideal. Then

(1) there exists n > 0 such that AA 'M ⊕ · · · ⊕M︸ ︷︷ ︸
n

as A-modules;

(2) any A-module is isomorphic to a direct sum of copies of M, in particular M is the only simple
A-module;

(3) let N1 and N2 be A-modules; then N1 ' N2 as A-modules if and only if dimK N1 = dimK N2

(we notice that any A-module has the natural structure of a K-vector space).

Proof. (1): Since M is a left ideal,
∑

a∈AMa is a two-sided ideal, hence coincides with A. In particular,
we can write

1 = m1a1 + · · ·+mnan with mi ∈M, ai ∈ A,
1
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and then

(1) A =

n∑
i=1

Man

We can assume that the set {a1, . . . , an} is minimal with respect to the property A =
∑
Mai, and

then Mai 6= {0} for all i = 1, . . . , n. Notice that for any a ∈ A, the map fa : M → Ma, x 7→ xa, is a
surjective homomorphism of left A-modules. So, if Ma 6= {0} then arguing as in the proof of Schur’s
Lemma, we see that fa is injective, hence an isomorphism. Thus, all the Mai’s in (1) are isomorphic
to M, and in particular are simple A-modules. It remains to show that the sum (1) is direct. However,
if for some j we have

Maj
⋂∑

i 6=j
Mai 6= {0}

then because of the simplicity of Maj we conclude that Maj ⊂
∑

i 6=jMai. Then

A =
∑
i 6=j

Mai,

contradicting the minimality of the set {a1, . . . , an}.
(2): Let N be a (nonzero) left A-module. Then N is a quotient of a free A-module which in

combination with part (1) shows that there is a surjective homomorphism

f :
⊕
i∈I

Mi −→ N

where each Mi is isomorphic to M. Set Ni = f(Mi). We can discard those i for which Ni = {0}. Then
clearly f gives an isomorphism between Mi and Ni, and in particular, Ni is simple. Furthermore,
N =

∑
i∈I Ni, and it remains to find a subset I0 ⊂ I such that

(2) N =
⊕
i∈I0

Ni.

For this we consider the collection J of all subset J ⊂ I for which the sum
∑

i∈J Ni is direct. Clearly,
all one-element subsets of I belong to J , in particular, J 6= ∅. We can order J by inclusion, and
then it is easy to see that J satisfies Zorn’s Lemma. Let I0 ∈ J be a maximal element provided by
the latter. Then by our construction the sum

∑
i∈I0 Ni is direct, and we only need to show that it

coincides with N. Assume the contrary. Then in view of N =
∑

i∈I Ni, there exists i0 ∈ I such that
Ni0 6⊂

∑
i∈I0 Ni. Since Ni0 is simple, this actually means that Ni0 ∩

∑
i∈I0 Ni = {0}, implying that the

sum
∑

i∈I0∪{i0}Ni is also direct. This contradicts the maximality of I0 and proves (2).

(3): We embed K ↪→ A by x 7→ x · 1A, so any A-module can indeed be considered as a vector space
over K. By part (2), we have

N1 'Mα1 and N2 'Mα2

for some cardinal number numbers α1 and α2. Then

dimK Ni = (dimKM)αi,

and since dimKM is finite, we see that

dimK N1 = dimK N2 ⇔ α1 = α2,

and our claim follows. �

Part (1) of Proposition 1 will enable us to prove Wedderburn’s Theorem (see Theorem 1) which
describes the structure of finite dimensional simple algebras. The argument will require the following.
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Lemma 1. Let A be an arbitrary ring, M be a left A-module, and E = EndA(M). Then for any
n > 1, there exists a ring isomorphism

(3) EndA(Mn) 'Mn(E),

the ring of n × n-matrices over the ring E. Furthermore, if A is a K-algebra with identity then E,
EndA(Mn), and Mn(E) have the natural structures of a K-algebra for which (3) is an isomorphism
of K-algebras.

Proof. Define εi : M →Mn and πi : M
n →M by

εi : m 7→ (0, . . . ,m, . . . , 0) and πi : (m1, . . . ,mn) 7→ mi.

Then
n∑
k=1

εkπk = idMn and πk ◦ εj = idM if k = j and 0 if k 6= j.

Given f ∈ EndA(Mn), we let fij = πi ◦f ◦εj ∈ E for i, j = 1, . . . , n. We claim that the correspondence

EndA(Mn) 3 f ϕ7→ (fij) ∈Mn(E)

yields the required isomorphism (3). Indeed, for f, g ∈ EndA(Mn) we have

ϕ(f + g) = (πi ◦ (f + g) ◦ εj) = (πi ◦ f ◦ εj + πi ◦ g ◦ εj) = (fij) + (gij) = ϕ(f) + ϕ(g),

and

ϕ(fg)ij = πi ◦ f ◦

(
n∑
k=1

εkπk

)
◦ g ◦ εj =

n∑
k=1

(πi ◦ f ◦ εk)(πk ◦ g ◦ εj) =

n∑
k=1

fikgkj = (ϕ(f)ϕ(g))ij

for all i, j, so ϕ(fg) = ϕ(f)ϕ(g). Thus, ϕ is a ring homomorphism. Given (fij) ∈ Mn(E), we define
f : Mn →Mn by

f(m) =

(
n∑
k=1

f1k(πk(m)), . . . ,

n∑
k=1

fnk(πk(m))

)
.

Clearly, f ∈ EndA(Mn). Furthermore, for any i, j we have

(πi ◦ f ◦ εj)(m) =
n∑
k=1

fik((πk ◦ εj)(m)) = fij(m),

showing that the correspondence (fij) 7→ f is inverse to ϕ and thus making ϕ a ring isomorphism.
As we observed in the proof Proposition 1, if A is a K-algebra, any A-module N becomes a K-vector

space. Moreover, since K is contained in the center of A, EndA(N) becomes a K-algebra for the scalar
multiplication

(af)(x) = f(ax) = af(x) for a ∈ K, f ∈ EndA(N), x ∈ N.
Since εi and πj are A-module homomorphisms, we have

(af)ij = πi ◦ (af) ◦ εj = a(πi ◦ f ◦ εj) = afij ,

which shows that (3) is an isomorphism of K-algebras. �

The following theorem is the main result of this section.

Theorem 1. (Wedderburn) Let A be a finite dimensional simple algebra over a field K. Then A '
Mn(D) for a unique n > 1 and a unique up to isomorphism division K-algebra D. Conversely, any
algebra of the form Mn(D), where D is a division algebra, is simple.
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Proof. We recall that the opposite algebra Aop is obtained by giving the same K-vector space A a
new product defined by a ∗ b = ba where ba is the product in the original algebra A. First, we notice
that EndA(AA) ' Aop. Indeed, if ϕ ∈ EndA(AA) then ϕ(x) = xϕ(1) for all x ∈ A, and then then the
correspondence ϕ 7→ ϕ(1) yields the required isomorphism. On the other hand, by Proposition 1(1),
for some n > 1, there is an isomorphism of left A-modules: AA 'Mn, where M is a minimal nonzero
left ideal of A. Then by Lemma 1, EndA(AA) ' Mn(E), where E = EndA(M). Since M is simple as
A-module, E is a division algebra. Thus,

Aop ' EndA(AA) 'Mn(E).

It remains to observe that the map a = (aij) 7→ ta = (aji) gives an isomorphism Mn(E)op 'Mn(Eop).
So, we eventually obtain that A 'Mn(D) with D = Eop (notice that the algebra opposite to a division
algebra is itself a division algebra).

For the uniqueness of n and D, we need the following lemma.

Lemma 2. Let A = Mn(D), where D is a division ring, and let V = Dn be the space of n-columns on
which A acts by matrix multiplication on the left. Then V is a simple A-module and EndA(V ) ' Dop.

Proof. Given any nonzero v, w ∈ V, there exists a ∈ A such that av = w, and the simplicity of V

follows. Now, let f ∈ EndA(V ). Let v0 =


1
0
...
0

 , and suppose that f(v0) =


d
∗
...
∗

 . We claim that

f(v) = vd for all v ∈ V. Indeed, let v =


a1

a2
...
an

 . Then

f(v) = f


 a1 0 . . . 0

...
...

...
an 0 . . . 0

 v0

 =

 a1 0 . . . 0
...

...
...

an 0 . . . 0


 d

...
∗

 = vd.

Then the map f 7→ d gives the required isomorphism EndA(V ) ' Dop. �

Now, suppose A 'Mn1(D1) and A 'Mn2(D2). Let V1 = Dn1
1 and V2 = Dn2

2 . Then both V1 and V2

can be considered as A-modules. It follows form Lemma 2 that they are simple A-modules, and then
by Proposition 1(2), they are isomorphic as A-modules. Using Lemma 2, we obtain

Dop
1 ' EndA(V1) ' EndA(V2) ' Dop

2 ,

so D1 ' D2 as K-algebras. Furthermore,

dimK A = n2
1 dimK D1 = n2

2 dimK D2,

so n1 = n2.

Finally, we need to show that A = Mn(D), where D is a division algebra, is simple. Let eij be the
standard basis of A. Suppose a ⊂ A is a nonzero two-sided ideal, and pick a nonzero a = (aij) ∈ a
where, say, ai0j0 6= 0. It is easy to check that

eij = eii0(a−1
i0j0

a)ej0j ,

so eij ∈ a for all i, j, and therefore a = A. �

Corollary 1. Suppose K is an algebraically closed field. If A is a finite dimensional simple algebra
over K then A 'Mn(K) for some n.
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Indeed, it is enough to show that if D is a finite dimensional division algebra over K then D = K.
Assume the contrary, and pick a ∈ D \K. Then K(a)/K is a nontrivial finite field extension, which
cannot exist because K is algebraically closed. Thus, D = K.

The following statement is well-known.

Lemma 3. Let A = Mn(D). Then the center Z(A) is naturally isomorphic to the center Z(D).

Indeed, if a ∈ Z(A) then using the fact that a commutes with all elements of the standard basis eij ,
we immediately see that a is a scalar matrix. Furthermore, if α is its diagonal element then α ∈ Z(D).
Conversely, any such scalar matrix is in Z(A).

2. Fundamental theorems for simple algebras

The following simple facts will be used repeatedly.

Lemma 4. Let V and W be vector spaces over a field K, and suppose w1, . . . , wn ∈ W are linearly
independent over K. If a1, . . . , an ∈ V are such that

a1 ⊗ w1 + · · ·+ an ⊗ wn = 0 in V ⊗K W

then a1 = · · · = an = 0.

Proof. Being linearly independent, w1, . . . , wn can be included in a basis w1, . . . , wn, . . . of W. Let
v1, . . . , vm, . . . be a basis of V. We can write ai =

∑
j αijvj with αij ∈ K, and then

0 = a1 ⊗ w1 + · · ·+ an ⊗ wn =
∑
i

∑
j

αijvj

⊗ wi =
∑
i,j

αij(vj ⊗ wi).

But it is well-known that the elements vj ⊗wi form a basis of V ⊗K W. So, all αij = 0, and therefore
a1 = · · · = an = 0. �

If A and B are K-algebras then the tensor product of vector spaces A ⊗K B can be given a
multiplication satisfying

(a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2,
and this multiplication makes A ⊗K B into a K-algebra. Furthermore, A and B can be identified
with subalgebras of A⊗K B by the maps a 7→ a⊗K 1B and b 7→ 1A ⊗ b, and then A and B commute
inside A ⊗K B. It is not difficult to see that A ⊗K B can in fact be characterized by the following
universal property: given algebra homomorphisms f : A → C and g : B → C such that f(A) and
g(B) commute inside C then there exists a unique algebra homomorphism F : A⊗K B → C such that
F (a⊗ b) = f(a)g(b).

Proposition 2. For any two K-algebras A and B we have

Z(A⊗K B) = Z(A)⊗K Z(B).

In particular, if A and B are central over K then so is A⊗K B.

Proof. The inclusion ⊃ is obvious. To prove the opposite inclusion, take any z ∈ Z(A⊗K B) and pick
a shortest presentation of the form

(4) z =

n∑
i=1

ai ⊗ bi.

Then the systems a1, . . . , an and b1, . . . , bn are linearly independent over K. Indeed, if b1, . . . , bn are
linearly dependent then one of them, say, b1, is a linear combination of others:

b1 = β2b2 + · · ·+ βnbn.
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Then

z = a1 ⊗ (β2b2 + · · ·+ βnbn) + a2 ⊗ b2 + · · ·+ an ⊗ bn = (β2a1 + a2)⊗ b2 + · · ·+ (βna1 + an)⊗ bn
is a shorter presentation, a contradiction. Now, we claim that in (4), a1, . . . , an ∈ Z(A) and b1, . . . , bn ∈
Z(B). Indeed, for any a ∈ A we have

0 = (a⊗ 1)z − z(a⊗ 1) =
n∑
i=1

(aai − aia)⊗ bi.

Since the bi’s are linearly independent, by Lemma 4, we have aai − aia = 0 for all i = 1, . . . , n. Since
a ∈ A was arbitrary, we conclude that ai ∈ Z(A) for all i. The argument for b1, . . . , bn is similar. �

The definition of the product on the Brauer group, which we will discuss in the next section, relies
on the following statement.

Theorem 2. Let A be a central simple K-algebra, and B be an arbitrary K-algebra. Then any two-
sided ideal a ⊂ A ⊗K B is of the form a = A ⊗K b for some two-sided ideal b of B. In particular, if
B is also simple (but not necessarily central), then A⊗K B is simple.

Proof. We may assume that a 6= {0}. First, we will show that

(5) a
⋂
B 6= {0}.

For this we pick a nonzero x ∈ a which has a presentation of the form

x =

n∑
i=1

ai ⊗ bi

with the smallest possible n. Then a1, . . . , an and b1, . . . , bn are linearly independent. In particular,
a1 6= 0, so, since A is simple, we have Aa1A = A, i.e. there exist c1, . . . , c`, d1, . . . , d` ∈ A such that

c1a1d1 + · · ·+ c`a1d` = 1.

Consider

x̃ = (c1⊗1)x(d1⊗1)+· · ·+(c`⊗1)x(d`⊗1) = (c1a1d1+· · ·+c`a1d`)⊗b1+· · ·+(c1and1+· · ·+c`and`) =

= 1⊗ b1 + ã2 ⊗ b2 + · · ·+ ãn ⊗ bn.
Clearly x̃ ∈ a, x̃ 6= 0 and x̃ has length 6 n. So, we may assume from the very beginning that a1 = 1.
We now claim that actually n = 1. Indeed, suppose n > 2. Since a1, . . . , an are linearly independent
over K, we have a2 /∈ K = Z(A). So, there exists a ∈ A such that aa2 6= a2a. Then

y = (a⊗ 1)x− x(a⊗ 1) = (aa2 − a2a)⊗ b2 + · · ·+ (aan − ana)⊗ bn
is a nonzero element in a having length < n, a contradiction. So, n = 1, and x = 1⊗ b1 ∈ a, and (5)
follows.

Thus, b := a∩B is a nonzero two-sided ideal of B. We claim that a = A⊗K b. In any case, A⊗K b
is a two-sided ideal of A⊗K B contained in a. Then one can consider the canonical homomorphism

ϕ : A⊗K B −→ (A⊗K B)/(A⊗K b) ' A⊗K B/b

with Ker ϕ = A ⊗K b ⊂ a. If a 6= A ⊗K b then ϕ(a) is a nonzero two-sided ideal of A ⊗K B/b.
Applying (5) to the latter algebra, we obtain that ϕ(a)∩B/b 6= {0}. Taking pullbacks, we obtain that
for a = ϕ−1(ϕ(a)) one has a ∩B % b, which contradicts our construction. �

The proof of the following corollary requires one general remark: if A is a K-algebra then for any
field extension L/K, the algebra AL := A⊗K L can be considered as an algebra over L for the scalar
multiplication ` · (a⊗ b) = a⊗ `b, and dimK A = dimLAL.
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Corollary 2. Let A be a finite dimensional central simple algebra over a field K. Then dimK A is a
perfect square.

Proof. Let K̄ be an algebraic closure of K. Consider B := A ⊗K K̄ as a K̄-algebra. It follows from
Theorem 2 that B is simple, and then by Corollary 1 we have B 'Mn(K̄) for some n > 1. Thus,

dimK A = dimK̄ B = n2.

�

The following theorem will enable us to construct the inverses of elements in the Brauer group.

Theorem 3. Let A be a central simple algebra over a field K, dimK A = n2. Then

A⊗K Aop ' EndK(A) 'Mn2(K).

Proof. For a ∈ A, define λa : A → A by λa(x) = ax. Clearly, λa ∈ EndK(A), and the correspondence
L : A → EndK(A), a 7→ λa, is an algebra homomorphism. Similarly, for b ∈ A, we define ρb : A → A
by ρb(x) = xb. Again, ρb ∈ EndK(A), and the correspondence b 7→ ρb defines an algebra homomor-
phism R : Aop → EndK(A). (The homomorphisms L and R are called the left and the right regular
representations of A, respectively.) For any a, b, x ∈ A we have

(λa ◦ ρb)(x) = a(xb) = (ax)b = (ρb ◦ λa)(x),

i.e. λa and ρb commute in EndK(A). Thus, there exists a homomorphism F : A⊗K Aop → EndK(A)
which takes a ⊗ b to the endomorphism that acts as follows x 7→ axb (then an element

∑
ai ⊗ bi

corresponds to the endomorphism x 7→
∑
aixbi). By Theorem 2, the algebra A⊗K Aop is simple, so

since F is not the zero homomorphism, we have Ker F = {0}, i.e. F is injective. On the other hand,

dimK A⊗K Aop = (n2)2 = dimK EndK(A),

which implies that F is also surjective, hence an isomorphism. �

The following two theorems are the most important results about simple algebras.

Theorem 4. (Skolem-Noether) Let A and B be finite dimensional simple K-algebras, with B central.
If f, g : A→ B are two K-algebra homomorphisms then there exists b ∈ B∗ such that

g(a) = bf(a)b−1 for all a ∈ A.

Proof. Consider C = A⊗K Bop. Since B is central, Bop is also central, so it follows from Theorem 2
that C is simple. Associated with every homomorphism f : A→ B, one has a C-module structure on
B given by

(a⊗ b)f · x = f(a)xb.

We will use Bf to denote B endowed with this structure. For our two homomorphisms f, g : A→ B,
we obviously have dimK Bf = dimK Bg, so by Proposition 1(3) we have Bf ' Bg as C-modules. Let
ϕ : Bf → Bg be a C-module isomorphism. Set b = ϕ(1). Then for any x ∈ B we have

ϕ(x) = ϕ((1⊗ x)f · 1) = (1⊗ x)g · ϕ(1) = bx.

Applying the same argument to ψ = ϕ−1 : Bg → Bf , we see that ψ(x) = b′x where b′ = ψ(1). Then

x = (ϕ ◦ ψ)(x) = bb′x,

so substituting x = 1, we get bb′ = 1. Similarly, b′b = 1, i.e. b ∈ B∗. Furthermore, for any a ∈ A, we
have

bf(a) = ϕ(f(a)) = ϕ((a⊗ 1)f · 1) = (a⊗ 1)g · ϕ(1) = g(a)b,

yielding g(a) = bf(a)b−1, as required. �
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Corollary 3. Let A be a central simple algebra over K. Then every K-algebra automorphism of A is
inner.

Indeed, given a K-algebra automorphism g : A→ A, our claim follows from the theorem applied to
f = idA. (A different proof based on Theorem 3 is given in [6], Ch. XI, Prop. 4.)

Theorem 5. (the Double Centralizer Theorem) Let A be a central simple algebra over K of dimension
dimK A = n, and let B ⊂ A be a simple subalgebra of dimension dimK B = m. Denote

ZA(B) = {x ∈ A | xb = bx for all b ∈ B}.
Then

(1) ZA(B)⊗K Mm(K) ' A⊗Bop;

(2) ZA(B) is a simple subalgebra of A of dimension dimK ZA(B) = n/m;

(3) ZA(ZA(B)) = B.

Proof. The proof is based on two simple observations that slightly generalize our previous construc-
tions:

• In Proposition 2 we proved that for any K-algebras A and B one has Z(A⊗K B) = Z(A)⊗K Z(B).
The same argument shows that for any K-algebras A and B and any subalgebras A′ ⊂ A and B′ ⊂ B
one has

ZA⊗KB(A′ ⊗K B′) = ZA(A′)⊗K ZB(B′).

• In the proof of Theorem 3, we constructed the representations L : A → EndK(A), a 7→ λa, and
R : Aop → EndK(A), b 7→ ρb, and observed that L(A) and R(Aop) commute inside EndK(A). In fact,

ZEndK(A)(L(A)) = R(Aop).

Indeed, if f ∈ ZEndK(A)(L(A)) then f(ax) = af(x) for all a, x ∈ A. Letting x = 1, we get f(a) = af(1),
i.e. f = ρf(1).

To prove the theorem, we consider two embeddings f, g : B → A ⊗K EndK(B) = A ⊗K Mm(K)
given by

f(b) = b⊗ idB and g(b) = 1⊗ λb.
We have

Z(A⊗K Mm(K)) = Z(A)⊗K Z(Mm(K)) = K ⊗K K = K,

which means that A ⊗K Mm(K) is central. Then by the Skolem-Noether Theorem, f and g are
conjugate, i.e. there exists x ∈ (A⊗K EndK(B))∗ such that

f(b) = xg(b)x−1 for all b ∈ B.
This implies that

ZA⊗KEndK(B)(f(B)) = xZA⊗KEndK(B)(g(B))x−1,

in particular, these centralizers are isomorphic. But

ZA⊗KEndK(B)(f(B)) = ZA⊗KEndK(B)(B ⊗K K) = ZA(B)⊗K EndK(B)

and

ZA⊗KEndK(B)(g(B)) = ZA⊗KEndK(B)(K ⊗K L(B)) = A⊗K R(Bop).

Thus,

ZA(B)⊗K EndK(B) ' A⊗K Bop,

proving (1).



BRAUER GROUP 9

(2): By Theorem 2, the algebra A⊗K Bop is simple. So, the isomorphism in part (1) implies that
ZA(B)⊗K EndK(B) is simple, and therefore ZA(B) is simple. Counting dimensions, we obtain

dimK ZA(B) ·m2 = (dimK A) · (dimK B) = nm.

So, dimK ZA(B) = n/m (in particular, m divides n).

(3): Obviously, B ⊂ ZA(ZA(B)). Applying part (2) to ZA(B) (which is simple), we obtain

dimK ZA(ZA(B)) =
n

dimK ZA(B)
=

n

n/m
= m.

So, B = ZA(ZA(B)) by dimension considerations. �

Corollary 4. Let A be a central simple algebra over K of dimension dimK A = d2. If L is a field
extension of K of degree ` then ` divides d and ZA(L) is a central simple algebra over L of dimension
dimL ZA(L) = (d/`)2. In particular, if ` = d then ZA(L) = L, and consequently, L is a maximal
subfield of A.

Proof. Since L is commutative, L ⊂ ZA(L). Then

dimK ZA(L) = d2/` = (dimL ZA(L)) · `,

so dimL ZA(L) = (d/`)2. Since

Z(ZA(L)) ⊂ ZA(ZA(L)) = L,

we obtain that ZA(L) is central over L. �

Corollary 5. Let D be a central division algebra over K of dimension dimK D = d2. If P ⊂ D is a
maximal subfield then dimK P = d.

Notice that every maximal subfield P ⊂ D necessarily contains K as otherwise the subring generated
by P and K would be a subfield of D strictly containing P. Furthermore, since D is finite dimensional,
maximal subfields obviously exist. Now, let P ⊂ D be a maximal subfield. Then P = ZD(P ). Indeed,
if a ∈ ZD(P ) \P then P [a] would be a subfield strictly containing P. Applying the previous corollary,
we obtain dimK P = d. (In this argument we used the obvious fact that any subalgebra of a finite
dimensional division algebra is itself a division algebra.)

The following proposition is needed to give a cohomological interpretation of the Brauer group.

Proposition 3. Let D be a central division algebra over a field K. Then D contains a maximal subfield
P which is a separable extension of K.

Proof. Of course, there is nothing to prove if K has characteristic zero or is finite. So, we can assume
that K is an infinite field of characteristic p > 0. Next, it is enough to show that there always exists an
element a ∈ D \K which is separable over K. Indeed, given this fact, we can complete the argument
by induction on dimK D = d2. Indeed, if ` = [K(a) : K] > 1 then by Corollary 4, the centralizer
ZD(K(a)) is a central division algebra over K(a) such that dimK(a) ZD(K(a)) = (d/`)2 < dimK D.
Then by induction hypothesis, ZD(K(a)) contains a maximal subfield P which is a separable extension
of K(a). Then P is a separable extension of K and by Corollary 5, [P : K(a)] = d/`, implying that
[P : K] = d. Then by Corollary 4, P is a maximal subfield of D.

An element a ∈ D \K separable over K can be found in any maximal subfield P of D if d is not a
power of p because in this case P/K cannot be purely inseparable (recall that the degree of a purely
inseparable extension must be a power of p). So, we only need to consider the case where d = pα.
Assume that D\K does not contain any elements separable over K. Then all these elements are purely
inseparable, and since the degree of any element over K divides pα, we obtain that ap

α ∈ K for all
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a ∈ D. Now, pick a basis e1 = 1, e2, . . . , ed2 of D over K, and let t1, . . . , td2 be variables. Then there
exist polynomials f1, . . . , fd2 ∈ K[t1, . . . , td2 ] such that

(t1e1 + · · ·+ td2ed2)p
α

= f1(t1, . . . , td2)e1 + · · · fd2(t1, . . . , td2)ed2 .

Since ap
α ∈ K for all a ∈ D, we have

(6) f2(a1, . . . , ad2) = · · · = fd2(a1, . . . , ad2) = 0

for all (a1, . . . , ad2) ∈ Kd2 . Then, because K is infinite, we conclude that f2 = · · · = fd2 = 0, and

therefore (6) for all (a1, . . . , ad2) ∈ K̄d2 . This means that ap
α ∈ K̄ for all a ∈ D ⊗K K̄. But by

Corollary 1, D⊗K K̄ 'Md(K̄), and for the element e11 of the standard basis we have ep
α

11 = e11 /∈ K̄,
a contradiction, proving the existence of separable elements. �

3. The Brauer group of a field

Two central simple algebras A1 and A2 are called similar (written A1 ∼ A2) if the division algebras
D1 and D2 such that A1 'Mn1(D1) and A2 'Mn2(D2), are isomorphic.

Lemma 5. (1) For any K-algebra R, R⊗K Mn(K) 'Mn(R);

(2) Mm(K)⊗K Mn(K) 'Mmn(K);

(3) A1 ∼ A2 if and only if there exist m1 and m2 such that A1 ⊗K Mm1(K) ' A2 ⊗K Mm2(K);

(4) similarity is an equivalence relation.

Proof. (1): There is an algebra homomorphism R ⊗K Mn(K) → Mn(R) such that r ⊗ x 7→ rx. The
inverse homomorphism is given by (rij) 7→

∑
i,j rij ⊗ eij , where eij is the standard basis of Mn.

(2): We have a natural homomorphism

EndK(Km)⊗K EndK(Kn)→ EndK(Km ⊗Kn) = EndK(Kmn).

It is injective because it is nonzero and the algebra in the left-hand side is simple (Theorem 2), and
it is then surjective by dimension count.

(3): Suppose Ai 'Mni(Di). If A1 ∼ A2 then D1 ' D2 so using (1) and (2) we obtain

A1 ⊗K Mn2(K) ' D1 ⊗K Mn1(K)⊗K Mn2(K) 'Mn1n2(D1) 'Mn1n2(D2) ' A2 ⊗K Mn1(K).

Conversely, suppose A1 ⊗K Mm1(K) ' A2 ⊗K Mm2(K). As above, we see that

Ai ⊗K Mmi(K) 'Mmini(Di) for i = 1, 2.

So, by the uniqueness part of Theorem 1 we obtain that D1 ' D2, and A1 ∼ A2.

(4): Follows immediately from the definitions. �

For a (finite dimensional) central simple algebra A over a field K, we let [A] denote the equivalence
class of algebras similar to A. As a set, the Brauer group of K (denoted Br(K)) is the collection of all
such classes (thus, the elements of Br(K) bijectively correspond to the isomorphism classes of central
division algebras over K). We introduce a product on Br(K) by using tensor product of algebras:

(7) [A][B] = [A⊗K B].

We notice that the algebra A⊗KB is central by Proposition 2 and simple by Theorem 2, so [A⊗KB] ∈
Br(K). If A ∼ A′ and B ∼ B′ then

A⊗K Mm(K) ' A′ ⊗K Mm′(K) and B ⊗K Mn(K) ' B′ ⊗K Mm′(K)

for some integers m,m′, n, n′, and then

(A⊗K B)⊗K Mmn(K) ' (A′ ⊗K B′)⊗K Mm′n′(K),
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and therefore A ⊗K B ' A′ ⊗K B′, by Lemma 5. This shows that the product operation (7) is well-
defined. The associative and commutative properties for tensor product imply that this operation is,
respectively, associative and commutative. Furthermore,

[A][Mn(K)] = [A⊗K Mn(K)] = [A],

so [Mn(K)] is an identity element. Finally, using Theorem 3 we obtain that if dimK A = n2 then

[A][Aop] = [A⊗K Aop] = [Mn2(K)],

showing that [Aop] is an inverse element for [A] in Br(K). Thus, we have proved the following.

Proposition 4. Br(K) is an abelian group for the operation given by (7).

We will analyze Br(K) by considering a system of its subgroups naturally associated with (finite)
extensions of K. More precisely, let L/K be a field extension. For a central simple K-algebra A, we
set AL = A ⊗K L. We say that L is a splitting field for A if AL ' Mn(L) as L-algebras. It is easy
to see that if L splits A then L splits any algebra which is similar to A. The classes of algebras that
split over a given extension L/K form a subgroup of Br(K) which is called the relative Brauer group
associated with L/K and denoted Br(L/K). To see that Br(L/K) is indeed a subgroup of Br(K), we
observe that it follows from Proposition 2 and Theorem 2 that for a central simple K-algebra A, the
algebra AL is a central simple L-algebra, and then the correspondence [A] 7→ [AL] gives a well-defined
map εL/K : Br(K)→ Br(L). Moreover, there is an isomorphism of L-algebras

(A⊗K B)⊗K L ' (A⊗K L)⊗L (B ⊗K L),

which shows that εL/K is a group homomorphism. Clearly, Br(L/K) is precisely the kernel of this
homomorphism, so in particular it is a subgroup of Br(K). We will now give an alternative character-
ization of the elements of Br(L/K) for finite extension L/K.

Theorem 6. Let L/K be an extension of degree n.

(1) If A is a central simple K-algebra of dimension n2 such that L ⊂ A then AL 'Mn(L).

(2) Conversely, if a central simple K-algebra A splits over L then there exists a unique up to iso-
morphism central simple K-algebra A′ such that A ∼ A′, dimK A

′ = n2 and L ⊂ A′.

Thus, Br(L/K) consists of the classes of central simple K-algebras that have dimension n2 and con-
tain L.

Proof. (1): Consider A as a right vector space over L. Then for any a ∈ A, left multiplication λa : A→
A, x 7→ ax, is an L-linear map of A. Since dimLA = n, the correspondence a 7→ λa defines a map

f : A→ EndL(A) 'Mn(L),

which is easily seen to be a homomorphism of K-algebras. On the other hand, we have a homomor-
phism of K-algebras

g : L→Mn(L), x 7→

 x
. . .

x

 .

Clearly, the images of f and g commute, so there is a homomorphism of K-algebras

h : A⊗K L→Mn(L) such that h(a⊗ b) = f(a)g(b).

The simplicity of A⊗K L implies that h is injective. Then, since

dimK A⊗K L = n3 = dimKMn(L),
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we see that h is also surjective, and hence an isomorphism of K-algebras. Finally, for any a ∈ A and
b, c ∈ L we have

h(c · (a⊗ b)) = h(a⊗ cb) = f(a)cg(b) = cf(a)g(b) = c · h(a⊗ b),
so h is actually an isomorphism of L-algebras.

(2): Let A = Md(D). Since L splits A, it also splits D. Indeed, if DL 'M`(∆) where ∆ is a division
algebra then AL 'Md`(∆), so from the uniqueness in Wedderburn’s theorem we see that ∆ = L, and
our claim follows. Thus, D ⊗K L 'Mm(L), where m2 = dimK D. Then

(8) Dop ⊗K L ' (D ⊗K L)op 'Mm(L)op 'Mm(L),

i.e. L splits Dop as well. Let V = Lm. Because of the isomorphism (8), we can consider V as a
left vector space over Dop. This is equivalent to considering V as a right vector space over D, so
EndDop(V ) ' Mt(D), where t = dimDop V. On the other hand, since L commutes with Dop inside
Dop ⊗K L ' Mm(L), the elements of L acts as Dop-endomorphisms of V, yielding an embedding of
K-algebras L ↪→Mt(D). Notice that

dimK V = mn = t · dimK D,

implying that

t2 dimK D =
(mn)2

dimK D
= n2.

Thus, A′ := Mt(D) has dimension n2, is similar to A and contains an isomorphic copy of L, as required.
Finally, the uniqueness of A′ follows from the fact that because of dimension considerations, every
class of similar algebras contains at most one algebra (up to isomorphism) of a given dimension. �

We can now connect the (absolute) Brauer group Br(K) with the relative Brauer groups Br(L/K).

Proposition 5. Br(K) =
⋃
L

Br(L/K) where the union is taken over all finite Galois extensions of K.

Proof. Let A be any central simple K-algebra. By Wedderburn’s Theorem, A ' Md(D) where D is
a division algebra. Using Proposition 3, we can find a maximal subfield P of D which is a separable
extension of K. Then by Theorem 6 we have

D ⊗K P 'M`(P ) where dimK D = `2,

and therefore

A⊗K P ' (Md(K)⊗K D)⊗K P 'Md(P )⊗P DP 'Md(P )⊗P M`(P ) 'Mn(P )

with n = d`. On the other hand, since P is separable over K, its normal closure L is a (finite) Galois
extension of K. Clearly,

A⊗K L ' (A⊗K P )⊗P L 'Mn(P )⊗P L 'Mn(L).

Thus, [A] ∈ Br(L/K), and the proposition follows. �

4. Br(L/K) and factor sets

In this section, we fix a finite Galois extension L/K of degree n, and let G = Gal(L/K). By Theorem
6, every element of Br(L/K) is represented by a central simple K-algebra A of dimension n2 which
contains L. We begin by constructing a natural basis of A as a left vector space over L.

By the Skolem-Noether theorem, for every σ ∈ G, the identity embedding L ↪→ A is conjugate to
the embedding L ↪→ A given by a 7→ σ(a), i.e there exists xσ ∈ A∗ such that

(9) xσax
−1
σ = σ(a) for all a ∈ L.
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Lemma 6. {xσ | σ ∈ G} is a basis of A over L.

Proof. Since dimLA = n = |G|, it is enough to show that these elements are linearly independent over
L. Assume the contrary, and let

a1xσ1 + · · · arxσr = 0

be the shortest possible relation of linear dependence (then in particular, all ai 6= 0). Clearly, r > 1.
Pick α ∈ L so that L = K(α); then σi(α) 6= σj(α) for i 6= j. We have

0 = σr(α)(a1xσ1 + · · · arxσr)− (a1xσ1 + · · · arxσr)α =

= a1(σr(α)− σ1(α))xσ1 + · · ·+ ar−1(σr(α)− σr−1(α))xσr−1 ,

which is a shorter relation of linear dependence, in which all the coefficients are 6= 0. A contradiction.
�

Thus,

A =
⊕
σ∈G

Lxσ.

Notice that for any aσ, aτ ∈ L we have

(aσxσ)(aτxτ ) = (aσxσaτx
−1
σ )xσxτ = (aσσ(aτ ))xσxτ .

So, to understand multiplication in A, it is enough to describe the products xσxτ for all σ, τ ∈ G. For
this, we compute the action of these products on L. For any a ∈ L, we have

(xσxτ )a(xσxτ )−1 = xσ(xτax
−1
τ )x−1

σ = σ(τ(a)) = (στ)(a) = xστax
−1
στ .

It follows that cσ,τ := x−1
στ xσxτ centralizes L, and therefore cσ,τ ∈ L∗ by Corollary 4. Now, we can

write
xσxτ = xστ cσ,τ = aσ,τxστ with aσ,τ = xστ cσ,τx

−1
στ = (στ)(cσ,τ ) ∈ L∗.

Thus, multiplication in A is completely determined by specifying the elements aσ,τ ∈ L∗ for all σ, τ ∈ G.
The collection {aσ,τ} is called a factor set of A relative to L; it is often convenient to view factor sets
as functions G ×G → L∗. These functions are not arbitrary: they must satisfy a system of relations
derived from the associative law in A. To obtain these relations, take any ρ, σ, τ ∈ G. Then

(xρxσ)xτ = (aρ,σxρσ)xτ = aρ,σ(xρσxτ ) = aρ,σaρσ,τx(ρσ)τ

and
xρ(xσxτ ) = xρ(aσ,τxσ,τ ) = (xρaσ,τx

−1
ρ )(xρxστ ) = ρ(aσ,τ )aρ,στxρ(στ).

Since x(ρσ)τ = xρ(στ), we obtain that

(10) ρ(aσ,τ )aρ,στ = aρ,σaρσ,τ for all ρ, σ, τ ∈ G.
Notice that these conditions are identical to the conditions that define 2-cocycles on G with values in
A∗, which allows us to treat every factor set as an element of the group of 2-cocycles Z2(G,L∗).

Now, let A′ be a K-algebra isomorphic to A that also contains L (more precisely, we consider A
and A′ as K-algebras with fixed embeddings ι : L ↪→ A and ι′ : L ↪→ A′). Pick an arbitrary system of
elements {x′σ} such that

x′σa(x′σ)−1 = σ(a) for all a ∈ L,
and consider the corresponding factor set {a′σ,τ} defined by

(11) x′σx
′
τ = a′σ,τx

′
στ .

We want to relate {aσ,τ} and {a′σ,τ}. First, let f : A→ A′ be an arbitrary K-isomorphism. Then f ◦ ι
and ι′ are two embeddings of L into A′, so by the Skolem-Noether theorem there exists an invertible
t ∈ A′ such that

(f ◦ ι)(a) = tat−1 for all a ∈ L∗.
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Then f ′ := it−1 ◦ f, where it−1 is the inner automorphism of A′ induced by t−1, i.e. it−1(x) = t−1xt,
has the property that f ′ ◦ ι = ι′. This means that we can always choose our isomorphism f : A→ A′

so that it induces the identity map on L. Then for any σ ∈ G, we have in A′ that

f(xσ)af(xσ)−1 = σ(a) = x′σa(x′σ)−1 for all a ∈ L.
So, dσ := f(xσ)−1x′σ belongs to L∗, and we can therefore write

x′σ = f(xσ)dσ = bσf(xσ) with bσ = f(xσ)dσf(xσ)−1 = σ(dσ) ∈ L∗.
Then

x′σx
′
τ = (bσf(xσ))(bτf(xτ )) = bσσ(bτ )f(xσxτ ) = bσσ(bτ )aσ,τf(xστ ) = bσσ(bτ b

−1
στ )aσ,τx

′
στ .

Comparing this with (11), we obtain

(12) a′σ,τ =
bσσ(bτ )

bστ
· aσ,τ .

Notice that functions of the form bσσ(bτ )b−1
στ are precisely the elements of the group of 2-coboundaries

B2(G,L∗). Thus, one can associate a well-defined element of H2(G,L∗) to every isomorphism class
of central simple K-algebras A having dimension n2 and containing L. Combining this with the fact
that every element of Br(L/K) is represented by a unique up to isomorphism such algebra, we obtain
a well-defined map

βL/K : Br(L/K) −→ H2(G,L∗), [A] 7→ {aσ,τ}(mod B2(G,L∗))

Lemma 7. βL/K is injective.

Proof. Let A and A′ be two central simple K-algebras having dimension n2 and containing L. Suppose
they are written in the form

A =
⊕
σ∈G

Lxσ and A′ =
⊕
σ∈G

Lx′σ

where the elements xσ and x′σ satisfy

xσax
−1
σ = σ(a) and x′σa(x′σ)−1 = σ(a) for all a ∈ L.

The corresponding factor sets aσ,τ and a′σ,τ are defined by

xσxτ = aσ,τxστ and x′σx
′
τ = a′σ,τx

′
στ .

If βL/K([A]) = βL/K([A′]) then there exist elements bσ ∈ L∗ for σ ∈ G such that (12) holds. We want
to show that A and A′ are isomorphic. Define f : A→ A′ by

f

(∑
σ

aσxσ

)
=
∑
σ

aσb
−1
σ x′σ.

Clearly, f is an isomorphism of left vector spaces over L, and all we need to verify is that f is
multiplicative. Because of the distributive law, it is enough to check that f is multiplicative on
elements of the form aσxσ. We have

f((aσxσ)(aτxτ )) = f((aσσ(aτ ))aσ,τxστ ) = (aσσ(aτ ))aσ,τ b
−1
στ x

′
στ

and

f(aσxσ)f(aτxτ ) = (aσb
−1
σ x′σ)(aτ b

−1
τ x′τ ) = (aσσ(aτ )b−1

σ σ(b−1
τ ))x′σx

′
τ = (aσσ(aτ )b−1

σ σ(b−1
τ ))a′σ,τx

′
στ .

It now follows from (12) that

f((aσxσ)(aτxτ )) = f(aσxσ)f(aτxτ ),

as required. �
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Lemma 8. βL/K is surjective.

Proof. Let {aσ,τ} be an arbitrary element of Z2(G,L∗), which means that (10) holds. Consider an
n-dimensional left vector space over L with a basis {xσ|σ ∈ G} :

A =
⊕
σ∈G

Lxσ.

Define a multiplication on A by the formula:(∑
σ

aσxσ

)(∑
τ

bτxτ

)
=
∑
σ,τ

aσσ(bτ )aσ,τxστ .

It is easy to see that this multiplication is K-bilinear and satisfies the distributive law, making A a
K-algebra. We claim that A is a central simple K-algebra and βL/K([A]) = {aσ,τ}. We will divide the
verification into several small steps.

• A is associative. Because of the distributive law, it is enough the associative law only for elements
of the form aσxσ. A direct computation shows that

((aρxρ)(aσxσ))(aτxτ ) = (aρρ(aσ)(ρσ)(aτ ))aρ,σaρσ,τx(ρσ)τ

and
(aρxρ)((aσxσ))(aτxτ )) = (aρρ(aσ)(ρσ)(aτ ))ρ(aσ,τ )aρ,στxρ(στ).

Then (10) shows that these product are equal.

• u := a−1
1,1x1 is an identity element for A. Because of the distributive law, it is enough to check that

(13) (aσxσ)u = aσxσ = u(aσxσ)

For this we notice that plugging in σ for ρ and 1 for σ and τ in (10), we get

σ(a1,1)aσ,1 = aσ,1aσ,1,

i.e. σ(a1,1) = aσ,1. Then

(aσxσ)u = (aσxσ)(a−1
1,1x1) = (aσσ(a1,1)−1)aσ,1aσ = aσxσ,

verifying the first part of (13). The second part is verified similarly by observing that plugging in σ
for τ and 1 for ρ and σ one gets a1,σ = a1,1.

It follows that L can be embedded in A by the map a 7→ au.

• x−1
σ = (aσ−1,σa1,1)−1xσ−1 , in particular, xσ is invertible. Indeed, let y = (aσ−1,σa1,1)−1xσ−1 . Then

xσ−1xσ = aσ−1,σx1 = (aσ−1,σa1,1)u

proving that yxσ = u. Furthermore,

xσy = σ(aσ−1,σ)−1σ(a1,1)−1xσxσ−1 = σ(aσ−1,σ)−1a−1
σ,1aσ,σ−1x1 = σ(aσ−1,σ)−1a−1

σ,1aσ,σ−1a1,1u = u,

which follows from (10) by plugging in σ for ρ, σ−1 for σ and σ for τ, and using the fact that a1,σ = a1,1.

• xσax−1
σ = σ(a) for all a ∈ L. We recall that a ∈ L is identified with au, so we need to check that

xσ(au)x−1
σ = σ(a)u. We have

xσ(au)x−1
σ = xσ(aa−1

1,1x1)x−1
σ = σ(a)σ(a1,1)−1aσ,1xσx

−1
σ = σ(a)u,

as required.

• A is central over K. For a ∈ L, we will write a instead of au. Suppose z =
∑
aσxσ ∈ Z(A). Then

for any a ∈ L we have

a
(∑

aσxσ

)
=
∑

aaσxσ =
(∑

aσxσ

)
a =

∑
aσσ(a)xσ,
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implying that aσ(a− σ(a)) = 0 for all σ ∈ G. Pick a so that L = K(a). Then for any σ 6= 1 we have
σ(a) 6= a, so the above relation yields aσ = 0. Thus, z ∈ L. But then xσzx

−1
σ = σ(z) = z for any

σ ∈ G, so z ∈ K.
• A is simple. Let a ⊂ A be a nonzero two-sided ideal. Pick a nonzero element a ∈ a which has the
shortest presentation of the form

a = aσ1xσ1 + · · ·+ aσrxσr ;

then in particular all the coefficients are 6= 0. We claim that in fact r = 1. Assume that r > 1, and
pick ` so that L = K(`). Then σi(`) 6= σj(`) for i 6= j, so

a`− σr(`)a = aσ1(σ1(`)− σr(`))xσ1 + · · ·+ aσr−1(σr−1(`)− σr(`))xσr
is a nonzero in a having a shorter presentation, a contradiction. Thus, r = 1, i.e. a = aσ1xσ1 . But any
nonzero element of this form is invertible, implying a = A.

Thus, A is a central simple algebra over K having dimension n2 and containing L. By our construc-
tion, xσxτ = aσ,τxστ , which implies that

βL/K([A]) = {aσ,τ}(mod B2(G,L∗)),

as required. �

The algebra A constructed in the proof of Lemma 8 is called the crossed product of L and G relative
to the factor set {aσ,τ} and will be denote (L,G, {aσ,τ}).

We are now in a position to prove the main result of this section.

Theorem 7. βL/K : Br(L/K)→ H2(G,L∗) is a group isomorphism.

Proof. It follows from Lemmas 7 and 8 that βL/K is a bijection, so all we need to show is that βL/K is
a group homomorphism. For this we need to prove the following: let {aσ,τ} and {bσ,τ} be two factor
sets; consider the factor set cσ,τ = aσ,τ bσ,τ . Let

(14) A =
⊕
σ

Lxσ , B =
⊕
σ

Lyσ , C =
⊕
σ

Lzσ,

where
xσax

−1
σ = yσay

−1
σ = zσaz

−1
σ = σ(a) for all a ∈ L

and
xσxτ = aσ,τxστ , yσyτ = bσ,τyστ , zσzτ = cσ,τzστ ,

be the corresponding crossed products. We need to show that

[C] = [A][B] = [A⊗K B].

We will show that in fact

(15) A⊗K B 'Mn(C).

For this we consider M = A ⊗L B where both A and B are treated as left L-modules. Notice that
dimLA = dimLB = n, so dimLM = n2, and therefore dimKM = n3. For any a ∈ A and b ∈ B, the
right multiplications by a and b define L-linear maps of A and B, respectively. It follows that one can
give M a right (A⊗K B)-module structure such that

(x⊗L y)(a⊗K b) = xa⊗L yb.
Next, we will give M a left C-module structure using the canonical bases of A, B and C described in
(14). We claim that there is a left C-module structure on M such that

(cσzσ)(a⊗L b) = (cσxσa)⊗L yσb.
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The left multiplications by cσxσ and yσ are K-linear maps of A and B respectively, so there is a
K-linear map γ : A ⊗K B → A ⊗K B such that γ(a ⊗K b) = (cσxσa) ⊗K yσb. On the other hand, M
can be written as (A⊗K B)/R, where R is the K-vector subspace of A⊗K B spanned by elements of
the form `a⊗ b− a⊗ `b, for all a ∈ A, b ∈ B and ` ∈ L. Let us show that γ(R) ⊂ R. We have

γ(`a⊗ b− a⊗ `b) = cσxσ`a⊗ yσb− cσxσa⊗ yσ`b = σ(`)cσxσa⊗ yσb− cσxσa⊗ σ(`)yσb ∈ R,
as required. Thus, γ induces a K-linear map on M such that γ(a ⊗ b) = cσxσa ⊗ yσb, and this
map is by definition the multiplication map by cσzσ. This multiplication obviously extends to a map
C ×M →M such that (c1 + c2)m = c1m+ c2m. It remains to verify that

(16) c1(c2m) = (c1c2)m

It is enough to check this for elements of the form c1 = cσzσ, c2 = dτzτ and m = a⊗L b. We have

c1(c2m) = (cσzσ)(dτxτa⊗L yτ b) = cσxσdτxτa⊗L yσyτ b = cσσ(dτ )aσ,τxστa⊗L bσ,τyστ b
and

(c1c2)m = (cσσ(dτ )cσ,τzστ )(a⊗L b) = cσσ(dτ )cσ,τxστa⊗L yστ b.
Since cσ,τ = aσ,τ bσ,τ , these expressions are equal, and we obtain (16). It is easy to see that

(cm)(a⊗K b) = c(m(a⊗K b)),

i.e. the left multiplication by C commutes with the right multiplication by A ⊗K B. It follows that
the right multiplication by A⊗K B gives rise to a K-algebra homomorphism

(A⊗K B)op ϕ−→ EndC(M).

Since A⊗K B, and hence (A⊗K B)op, is simple, ϕ is injective. To prove that it is also surjective, we
compute the dimensions. We have

dimKM = n3 = dimK C
n,

so since C is simple, it follows from Proposition 1(3) that M ' Cn as C-modules. So,

EndC(M) 'Mn(C)op 'Mn(Cop).

In particular,

dimK EndC(M) = n2 · dimK C = n4 = dimK A⊗K B,

implying that ϕ is surjective. Thus, ϕ is an isomorphism, so

A⊗K B ' (EndC(M))op 'Mn(C),

proving (15), and completing the argument. �

Remark. A different proof of Theorem 7 is given in [3], §4.4.

We will now show that Theorem 7 can be extended to infinite Galois extensions. Let L/K be an
infinite Galois extension with the Galois group G = Gal(L/K). Let {Pi}i∈I be a family of finite Galois
extensions of K contained in L such that L =

⋃
i∈I Pi, and for any i, j ∈ I there exists k ∈ I such

that Pi, Pj ⊂ Pk. Then G = lim
←−

Gi where Gi = Gal(Pi/K) = Gal(L/K)/Gal(L/Pi). We claim that

(17) Br(L/K) =
⋃
i∈I

Br(Pi/K).

The inclusion ⊃ is obvious. Let now [A] ∈ Br(L/K); then there exists an isomorphism of L-algebras

A ⊗K L
α' Mn(L). Pick a basis e1, . . . , en2 of A over K. There exists i ∈ I such that α(ej) ∈ Mn(Pi)

for all j = 1, . . . , n2, and then α(A) ⊂ Mn(Pi). Clearly, α induces an isomorphism of Pi-algebras
A ⊗K Pi ' Mn(Pi). So, [A] ∈ Br(Pi/K), and (17) follows. We will interpret (17) as follows: for
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Pi ⊂ Pj , there is the inclusion map ιij : Br(Pi/K)→ Br(Pj/K); then {Br(Pi/K), ιij} is a direct system
and

Br(L/K) = lim
−→
{Br(Pi/K), ιij}

On the other hand, for Pi ⊂ Pj , we have the natural surjective map ρji : Gal(Pj/K) → Gal(Pi/K)
which gives rise to the inflation map

θij : H2(Gal(Pi/K), P ∗i )→ H2(Gal(Pj/K), P ∗j ),

which is defined by sending the class of a cocycle {aσ,τ} ∈ Z2(Gal(Pi/K), P ∗i ) to the class of the
cocycle âσ̂,τ̂ ∈ Z2(Gal(Pj/K), P ∗j ) given by

âσ̂,τ̂ = a
ρji (σ̂),ρji (τ̂)

.

Then by definition of the cohomology of profinite groups (cf. [1], Ch. V)

H2(G,L∗) = lim
−→
{H2(Gal(Pi/K), P ∗i ), θij}.

For each i, by Theorem 7, we have an isomorphism βPi/K : Br(Pi/K)→ H2(Gi, P
∗
i ). So, to construct

an isomorphism βL/K : Br(L/K)→ H2(G,L∗), it is enough to show that the system {βPi/K} defines an

isomorphism between the direct systems {Br(Pi/K), ιij} and {H2(Gal(Pi/K), P ∗i ), θij}, i.e. if Pi ⊂ Pj
then the diagram

Br(Pi/K)
ιij−→ Br(Pj/K)

βPi/K ↓ ↓ βPj/K

H2(Gi, P
∗
i )

θij−→ H2(Gj , P
∗
j )

is commutative; then we can set βL/K = lim
−→

βPi/K .

Proposition 6. Let E ⊂ F be finite Galois extensions of K. Let ι : Br(E/K) → Br(F/K) be the
natural embedding, and let θ : H2(Gal(E/K), E∗) → H2(Gal(F/K), F ∗) be the inflation map. Then
the diagram

Br(E/K)
ι−→ Br(F/K)

βE/K ↓ ↓ βF/K
H2(Gal(E/K), E∗)

θ−→ H2(Gal(F/K), F ∗)

is commutative.

Proof. Let m = [E : K], n = [F : K], r = n/m, and let ρ : Gal(F/K) → Gal(E/K) be the
canonical map. Any element of Br(E/K) is represented by an algebra A which is a crossed prod-
uct (E,Gal(E/K), {aσ,τ}) for some factor set {aσ,τ}. Then

A =
⊕

σ∈Gal(E/K)

Exσ

where
xσax

−1
σ = σ(a) for all a ∈ E, and xσxτ = aσ,τxστ .

Then θ(βE/K([A])) is represented by the cocycle âσ̂,τ̂ such that

âσ̂,τ̂ = aρ(σ̂),ρ(τ̂).

On the other hand, ι([A]) = [B] where B = Mr(A). So, to prove our claim it is enough to write

B =
⊕

σ̂∈Gal(F/K)

Fyσ̂

where
yσ̂by

−1
σ̂ = σ̂(b) for all b ∈ F, and yσ̂yτ̂ = âσ̂,τ̂yσ̂,τ̂ .
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For this we pick a basis e1, . . . , er of F over E and embed F into Mr(E) ⊂ B using the left regular
representation λ which is described by

λ(b) = (sij) where bej =
r∑
i=1

sijei.

Furthermore, for σ̂ ∈ Gal(F/K), we set

µ(σ̂) = (tij) where σ̂(ej) =
r∑
i=1

tijei.

Define an action of Gal(F/K) on Mr(E) by

σ̂((uij)) = (ρ(σ̂)(uij))).

Then we have the following identities:

(18) µ(σ̂τ̂) = µ(σ̂)σ̂(µ(τ̂))

and

(19) λ(σ̂(b))µ(σ̂) = µ(σ̂)σ̂(λ(b)),

which are verified by direct computation (see [4, §14.5, Lemma] for the details). Clearly,

σ̂(λ(b)) = x̃σ̂λ(b)x̃−1
σ̂ where x̃σ̂ = diag(xρ(σ̂), . . . , xρ(σ̂)),

so it follows from (19) that

λ(σ̂(b)) = µ(σ̂)σ̂(λ(b))µ(σ̂)−1 = µ(σ̂)x̃σ̂λ(b)x̃−1
σ̂ µ(σ̂)−1.

Thus, yσ̂ := µ(σ̂)x̃σ̂ satisfies

yσ̂by
−1
σ̂ = σ̂(b) for all b ∈ F.

Furthermore, using (18) we obtain

yσ̂yτ̂ = µ(σ̂)x̃σ̂µ(τ̂)x̃τ̂ = µ(σ̂)σ̂(µ(τ̂))xσ̂xτ̂ = µ(σ̂τ̂)aρ(σ̂),ρ(τ̂)x̃σ̂τ̂ = âσ̂,τ̂yσ̂τ̂ ,

as required. �

It follows from Proposition 3 that Br(K) = Br(Ksep/K), where Ksep is a separable closure of K.
Then we obtain the following.

Theorem 8. For any Galois extension L/K, there is an isomorphism

βL/K : Br(L/K) −→ H2(Gal(L/K), L∗).

In particular, Br(K) ' H2(Gal(Ksep/K),K∗sep).

Now, let L/K be a finite Galois extension, and P be an intermediate subfield. Then Gal(L/P ) is
a subgroup of Gal(L/K), so there is the restriction map

ν : H2(Gal(L/K), L∗)→ H2(Gal(L/P ), L∗).

On the other hand, there is the homomorphism

ε : Br(L/K)→ Br(L/P ), [A] 7→ [A⊗K P ].

With these notations, we have the following.
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Proposition 7. The diagram

Br(L/K)
ε−→ Br(L/P )

βL/K ↓ ↓ βL/P
H2(Gal(L/K), L∗)

ν−→ H2(Gal(L/P ), L∗)

is commutative.

Proof. Any element of Br(L/K) is represented by an algebraA which is a crossed product (L,Gal(L/K), {aσ,τ})
for some factor set {aσ,τ}. Then

A =
⊕

σ∈Gal(L/K)

Lxσ

where

xσax
−1
σ = σ(a) for all a ∈ L and xσxτ = aσ,τxστ .

We already know that ZA(P ) is a central simple P -algebra (Corollary 4), and clearly

ZA(P ) =
⊕

σ∈Gal(L/P )

Lxσ.

It follows that

ν(βL/K([A])) = βL/P ([ZA(P )]).

It remains to be shown that [ZA(P )] = [A ⊗K P ] in Br(L/P ). For this, we consider A as a module
over A⊗K P op = A⊗K P with the scalar multiplication given by

(a⊗ p) · b = abp.

As we have seen in the proof of the Double Centralizer Theorem, EndA(AA) consists of right multi-
plications by elements of A, hence is isomorphic to Aop. It follows that

EndA⊗KP (A) ' ZA(P )op

as P -algebras. On the other hand, since A⊗K P is simple, we obtain from Proposition 1(3) that

A⊗KPA⊗K P ' Ar where r = [P : K].

So,

(A⊗K P )op ' EndA⊗KP (A⊗KPA⊗K P ) 'Mr(EndA⊗KP (A)) 'Mr(ZA(P )op)

It follows that A ⊗K P ' Mr(ZA(P )) as P -algebras, and therefore [ZA(P )] = [A ⊗K P ] in Br(L/P ),
as required. �

Corollary 6. Let D be a central division algebra of dimension m2 over K. Then m[D] is trivial in
Br(K). In particular, Br(K) is a periodic group.

Indeed, pick a maximal subfield P ⊂ D which is a separable extension of K, and let L be its
Galois closure. Then [D] ∈ Br(L/K). On the other hand, by Theorem 6, D ⊗K P ' Mm(P ). So,
it follows from the proposition that ν(βL/K([D])) is trivial, and therefore µ(ν(βL/K([D]))) is trivial,

where µ : H2(Gal(L/P ), L∗)→ H2(Gal(L/K), L∗) is the corestriction map. But µ◦ν is multiplication
by m = [Gal(L/K) : Gal(L/P )] (cf. [1]), and our assertion follows.



BRAUER GROUP 21

5. Cyclic algebras

In this section, we specialize to the cases where L/K is a cyclic extension of degree n. Fix a generator
σ of the Galois group G = Gal(L/K). Given a central simple algebra A over K of dimension n2 that
contains L, pick an arbitrary element xσ ∈ A∗ such that

(20) xσax
−1
σ = σ(a) for all a ∈ L.

Set

xσi = (xσ)i for i = 0, 1, . . . , n− 1.

Then xσiax
−1
σi

= σi(a) for all i = 0, . . . , n− 1. Let α = (xσ)n.

Lemma 9. α ∈ K∗.

Indeed, we have (xσ)nax−nσ = σn(a) = a implying that α = (xσ)n belongs to ZA(L) = L. Further-
more,

σ(α) = xσ(xnσ)x−1
σ = (xσ)n = α,

yielding α ∈ K∗.
Clearly, for i, j ∈ {0, . . . , n− 1}, we have

xσixσj =

{
xσi+j , i+ j < n

αxσi+j−n , i+ j > n

Thus, the multiplication table for A is completely determined by specifying α. We will denote this
algebra by (L, σ, α). Using the definition aτ,θ = xτxθx

−1
τθ , we obtain that the corresponding factor set

looks as follows:

aσi,σj =

{
1 , i+ j < n
α , i+ j > n

We will denote this factor set by {aσi,σj (α)}. We have shown that any element of Br(L/K) is
represented by an algebra of the form (L, σ, α) for some α ∈ K∗. Because of the identification
Br(L/K) ' H2(G,L∗), this means that every element of H2(G,L∗) is represented by a cocycle
aσi,σj (α) for some α ∈ K∗. Conversely, for any α ∈ K∗, aσi,σj (α) is a cocycle. Notice that

(21) aσi,σj (α)aσi,σj (β) = aσi,σj (αβ) for any α, β ∈ K∗

Any other element satisfying (20) is of the form x′σ = xσt for some t ∈ L∗, and then

α′ := (x′σ)n = (xσt) · · · (xσt) = σ(t)σ2(t) · · ·σn(t)xnσ = NL/K(t)α,

where NL/K is the norm map. Thus, the correspondence

γL/K : Br(L/K)→ K∗/NL/K(L∗), [(L, σ, α)] 7→ αNL/K(L∗),

is well-defined. Conversely, if α′ = αNL/K(t) then the correspondence (x′σ)i 7→ (xσt)
i for i = 0, . . . , n−

1, extends to an isomorphism of algebras (L, σ, α′) ' (L, σ, α), which shows that γL/K is injective.
Since aσi,σj (α) is a cocycle for any α ∈ K∗, we obtain from Lemma 8 that γL/K is also surjective,
hence bijective. Finally, using (21) and Theorem 7, we conclude that γL/K is a group isomorphism.
Thus, we have proved the following.

Theorem 9. If L/K is a finite cyclic extension with the Galois group G = 〈σ〉, then the correspondence

γL/K : Br(L/K)→ K∗/NL/K(L∗), [(L, σ, α)] 7→ αNL/K(L∗),

is a group isomorphism.
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Notice that this theorem gives an interpretation of the well-known isomorphism H2(G,L∗) '
K∗/NL/K(L∗) for G cyclic, in the language of simple algebras.

Example 1. Take K = R. Then Br(R) = Br(C/R). By Theorem 9,

Br(C/R) ' R∗/NC/R(C∗),

which is a group of order two. This means that there exist a unique up to isomorphism noncommutative
central division algebra over R. On the other hand, the algebra of Hamiltonian quaternions H is a
central 4-dimensional division algebra over R. Thus, we recover a theorem, due to Frobenius, that any
finite dimension central division algebra over R is isomorphic to H.

Example 2. Let K = Fq be a finite field with q element, and let L = Fqn . It is well-known that
L/K is cyclic, and its Galois group is generated by the corresponding Frobenius automorphism. Then
by Theorem 9

Br(L/K) ' K∗/NL/K(L∗).

But it is well-known that the norm map over finite fields is surjective. So, Br(L/K) is trivial for any
finite extension L/K, and therefore Br(K) is trivial. This means that there are no noncommutative
finite dimensional central division algebras over K. Since the center of any finite division division ring
is a finite field, we recover a theorem, due to Wedderburn, that any finite division ring is commutative.

Before proceeding to our next example, we need to prove one lemma.

Lemma 10. Let F/K be a cyclic extension of degree n with the Galois group Gal(F/K) = 〈σ̂〉, and
let E ⊂ F be a subextension having degree m over K and σ be the restriction of σ̂ to F. Then for any
α ∈ K∗,

(E, σ, α) ∼ (F, σ̂, αr)

where r = n/m.

Proof. We will use the notations introduced in the proof of Proposition 6. It was shown therein that
one can take yσ̂ = µ(σ̂)x̃σ̂. Then using (18) we obtain

ynσ̂ = (µ(σ̂)x̃σ̂) · · · (µ(σ̂)x̃σ̂) = µ(σ̂)σ̂(µ(σ̂)) · · · σ̂n−1(µ(σ̂))x̃nσ̂ = µ(σ̂n)(x̃mσ̂ )r = αr

because µ(σ̂n) is the identity. �

Example 3. Let K be a local field, and Kn be its unramified extension of degree n. Then
Gal(Kn/K) is generated by the corresponding Frobenius automorphism ϕ. It follows from Theorem 9
that the correspondence [(Kn, ϕ, α)] 7→ αNKn/K(K∗n) gives an isomorphism γKn/K : Br(Kn/K) →
K∗/NKn/K(K∗n). It is well-known that NKn/K(K∗n) = UK∗n (cf. [5], Ch. V, §2), so the map
αUK∗n 7→ v(α)/n, where v is the valuation on K with the value group Z, obviously gives a group
isomorphism K∗/NKn/K(K∗n) ' 1

nZ/Z. Composing it with γKn/K , we get an isomorphism

i(n) : Br(Kn/K)→ 1

n
Z/Z, (Kn, ϕ, α) 7→ v(α)/n(mod Z).

Suppose now that m|n. Then Km ⊂ Kn and the restriction of the Frobenius automorphism ϕ̂ of Kn

to Km gives the Frobenius automorphism ϕ of Km. Then it follows from Lemma 10 that the diagram

Br(Km/K) −→ Br(Kn/K)

i(m) ↓ ↓ i(n)

1
mZ/Z −→ 1

nZ/Z
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in which the horizontal maps are standard embeddings, is commutative. It follows that for the maximal
unramified extension Kur, the Brauer group Br(Kur/K) is isomorphic to

lim
−→

1

n
Z/Z = Q/Z.

6. The Brauer group of a local field

Let K be a local field, and v be the valuation on K. In this section, we will compute Br(K) through
understanding the structure of finite dimensional central division algebras over K. So, let D be a
central division algebra over K of dimension n2. The first step in the analysis of the structure of D is
extending the valuation to D. As in the case of fields, by a valuation on D we mean a map w : D∗ → R
that satisfies the following two properties:

(V1) w(ab) = w(a) + w(b) for all a, b ∈ D∗;
(V2) w(a+ b) > min{w(a), w(b)} for all a, b ∈ D∗, b 6= −a.

We recall that given a field extension L/K of degree n, the valuation v has a unique extension to L
which is given by the equation

(22) ṽ(`) =
1

n
v(NL/K(`)) for all ` ∈ L∗.

A similar construction yields an extension of v to D, but the norm map NL/K needs to be replaced
with the reduced norm map NrdD/K , which is defined as follows. Let P be any splitting field for D

so that there exists an isomorphism D ⊗K P
ϕP' Mn(P ). Then we define

NrdD/K(a) = det(ϕP (a⊗ 1)) for a ∈ D∗.
The most important properties of this map are listed in the following proposition.

Proposition 8. (1) NrdD/K(a) is independent of the choice of P and ϕP .

(2) NrdD/K defines a homomorphism of D∗ to K∗;

(3) For any maximal subfield L of D, we have NrdD/K(a) = NL/K(a) for all a ∈ L.

Proof. See [4], Ch. 16. �

Proposition 9. The equation

(23) w(a) =
1

n
v(NrdD/K(a))

defines a valuation on D that extends v.

Proof. Clearly, w extends v and satisfies (V1), so we only need to verify (V2). Take any a, b ∈ D,
b 6= −a. Then w(a+ b) = w(a)+w(1+a−1b). Let L be a maximal subfield of D containing a−1b. Then
(22) defines an extension of v to L. On the other hand, for ` ∈ L, using Proposition 8(3), we obtain

w(`) =
1

n
v(NrdD/K(`)) =

1

n
v(NL/K(`)) = ṽ(`).

So,

w(1 + a−1b) = ṽ(1 + a−1b) > min{ṽ(1), ṽ(a−1b)} = min{w(1), w(a−1b)} = min{w(1), w(b)− w(a)}.
Thus,

w(a+ b) = w(a) + w(1 + a−1b) > w(a) + min{w(1), w(b)− w(a)} = min{w(a), w(b)},
as required. �
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Let Γw = w(D∗) and Γv = v(K∗) be the value groups of w and v respectively. It follows from (23)
that nΓw ⊂ Γv, so Γw is cyclic and the ramification index e(D|K) = [Γw : Γv] is 6 n. Any element
Π ∈ D∗ such that w(Π) is the positive generator of Γw is called a uniformizer. As usual, Ow := {a ∈
D∗|w(a) > 0} ∪ {0} is a subring of D, called the valuation ring, and Pw := {a ∈ D∗|w(a) > 0} ∪ {0}
is a two-sided ideal of Ow, called the valuation ideal of w. Clearly, Pw = ΠOw = OwΠ for any
uniformizer Π, and any element a ∈ Ow \ Pw is invertible in Ow. It follows that D̄ = Ow/Pw is a
division ring, called the residue algebra. It is an algebra over the residue field k = Ov/pv, where Ov
and pv are the valuation ring and the valuation ideal in K. For a ∈ Ow, we let ā denote the image of
a in D̄. A standard argument shows that for a1, . . . , ar ∈ Ow, linear independence of ā1, . . . , ār over k
implies linear independence of a1, . . . , ar over K, which in particular implies that the residual degree
f(D|K) = dimk D̄ is finite.

Proposition 10. We have e(D|K) = f(D|K) = n, and D contains an unramified extension of K of
degree n.

Proof. Since k and f(D|K) are finite, the residue algebra D̄ is finite, hence commutative by Wedder-
burn’s theorem (Example 2 in §5). So, D̄ is a finite field extension of k, and therefore D̄ = k(ā) for
some a ∈ Ow. Consider the field L = K(a), and let E be the maximal unramified extension of K
contained in L. Then for the corresponding residue fields we have L̄ = Ē = D̄. Since [E : K] 6 n, we
obtain

f(D|K) = f(E|K) 6 n.

Now, let O(E) be the valuation ring of E. We claim that for any uniformizer Π ∈ Ow we have

(24) Ow = O(E) +O(E)Π + · · ·+O(E)Πn−1.

Let Λ = O(E) +O(E)Π + · · · +O(E)Πn−1. Since O(E) is compact, Λ is also compact, hence closed
in Ow. So, to prove (24), it is enough to show that Λ is dense in Ow, which is equivalent to

Ow = Λ +OwΠj for any j > 0.

But since Ē = D̄, we have Ow = O(E) +O(E)Π. Iterating, we obtain

Ow = O(E) +O(E)Π + · · ·+O(E)Πj−1 +OwΠj for any j > 0.

But Π satisfies an equation of degree n with coefficients in Ov and leading coefficient 1, so Πd ∈ Λ for
any d > 0. This implies that

O(E) +O(E)Π + · · ·+O(E)Πj−1 ⊂ Λ

for any j, and (24) follows. We then have

(25) Ow/pvOw = Ẽ + ẼΠ̃ + · · ·+ ẼΠ̃n−1,

where Ẽ and Π̃ are the images of O(E) and Π in Ow/pvOw. Since E is unramified, we have Ẽ = Ē,

and dimk Ẽ = f(D|K). Also, Πe(D|K) ∈ pvOw, so (25) reduces to

Ow/pvOw = Ẽ + ẼΠ̃ + · · ·+ ẼΠ̃e(D|K)−1.

Taking the dimensions over k, we obtain n2 6 e(D|K)f(D|K), so in fact e(D|K) = f(D|K) = n, and
E is an unramified extension of K of degree n contained in D. �

Let Kn be the unramified extension of K of degree n, and Kur be the maximal unramified extension
of K. It follows from Proposition 10 that

Br(K) =
⋃
n

Br(Kn/K) = Br(Kur/K).
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On the other hand, as we have seen in Example 3 in §5, there is a system of compatible isomorphisms

i
(n)
K : Br(Kn/K)→ (1/n)Z/Z, leading to an isomorphism

iK : Br(K)→ Q/Z, [(Kn, ϕn, α)] 7→ v(α)/n(mod Z),

where ϕn is the Frobenius automorphism of Kn/K. This proves the first assertion of the following
theorem.

Theorem 10. (1) There is an isomorphism iK : Br(K)→ Q/Z.
(2) If L/K is an extension of degree n then the diagram

(26)
Br(K)

iK−→ Q/Z
εL ↓ ↓ µn

Br(L)
iL−→ Q/Z

where εL([A]) = [A⊗K L] and µn is multiplication by n, is commutative.

Proof. We only need to prove assertion (2). First, we observe that if we have a tower of extensions
K ⊂ M ⊂ L, and our assertion is true for the extensions M/K and L/M then it is also true for
L/K. Since any extension L/K admits such a tower in which M/K is unramified and L/M is totally
ramified, it is enough to consider separately the cases where L/K is unramified and totally ramified.

L/K is unramified. Any element of Br(K) is represented by an algebra A = (Km, ϕm, α) where
Km/K is the unramified extension of degree m divisible by n and ϕm is the Frobenius automorphism
of Km. Recall that α = (xϕm)m, where xϕm ∈ A∗ is an element such that xϕmax

−1
ϕm = ϕm(a) for all

a ∈ K∗m. Then

(27) µn(iK([A])) =
nv(α)

m
(mod Z).

Since n|m, we have L ⊂ Km, and as we have seen in the proof of Proposition 7, εL([A]) = [ZA(L)].
Besides, according to Corollary 4, ZA(L) is a central simple algebra over L of dimension (m/n)2. The
Frobenius automorphism of Km/L is (ϕm)n, and it is induced by the element (xϕm)n ∈ ZA(L). It
follows that ZA(L) = (Km, (ϕm)n, β) where

β = ((xϕm)n)m/n = (xϕm)m = α.

So,

(28) iL(εL([A])) = vL(α)/(m/n)(mod Z),

where vL is the valuation on L with the value group Z. However, since L/K is unramified, we have
vL(α) = v(α), and the commutativity of (26) follows from (27) and (28).

L/K is totally ramified. Again, consider an element of Br(K) which is represented by an algebra
A = (Km, ϕm, α). Then µn(iK([A])) is still given by (27). Since L/K is totally ramified, we have
L ∩ Km = K. As Km/K is a Galois extension, we have [KmL : L] = [Km : K], and therefore
[KmL : K] = [Km : K][L : K]. It follows that the homomorphism Km⊗KL→ KmL, a⊗b 7→ ab, which
is always surjective, is in fact an isomorphism. Thus, A ⊗K L contains KmL as a maximal subfield.
The extension KmL/L is unramified of degree m, and its Frobenius automorphism ϕ̃m restricts to ϕm.
It follows that the same element xϕm ∈ A∗ ⊂ (A ⊗K L)∗ induces ϕ̃m. So, A ⊗K L = (KmL, ϕ̃m, β),
where

β = (xϕm)m = α.

Thus,

(29) iL(εL([A])) = vL(α)/m(mod Z).
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But since L/K is totally ramified, we have vL(α) = nv(α). So, the commutativity of (26) follows from
(27) and (29). �

Corollary 7. For any extension L/K of degree n, we have Br(L/K) = Br(Kn/K).

Indeed, it follows from the commutative diagram (26) that Br(L1/K) = Br(L2/K) = i−1
K (Ker µn)

for any two extensions L1/K and L2/K of degree n.

Combining Corollary 7 with Example 3 in §5, we obtain

Corollary 8. Let L/K be a Galois extension of degree n with the Galois group G. Then H2(G,L∗)
is a cyclic group of order n.

This result is crucial for local class field theory.
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