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Chapter 1

Some Category Theory

Julie Bergner

1.1 Lecture 1 (8/31/2021)

Main idea: Category theory gives a convenient way to describe mathematical objects with functions between

them. It allows general organizing principles together with general results that apply to many examples.

Definition 1.1.1. A category C consists of a collection of objects obpCq, and for any pair of objects pA,Bq,

a set HomCpA,Bq of morphisms A Ñ B, together with,

• for every object A, an identity morphism idA : A Ñ A, and

• a composition law

HomCpA,Bq ˆ HomCpB,Cq Ñ HomCpA,Cq

pf, gq ÞÑ g ˝ f

satisfying axioms

• (unitarity) given any f : A Ñ B, f ˝ idA “ f “ idB ˝ f

• (associativity) for any f : A Ñ B, g : B Ñ C, h : C Ñ D,

ph ˝ gq ˝ f “ h ˝ pg ˝ fq

E.g.

1) sets and functions (Set)

2) groups and group homomorphisms (Gp)
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3) topological spaces and continuous maps (T op)

4) vector spaces and linear maps

5) r0s : A

idA

, r1s : A B , r2s :

B

A C
g˝f

f g

6) Any group G induces a category with one object X, and HompX,Xq “ G.

7) Any equivalent relation on a set X defines a category with objects, the elements of X and a single

morphism x Ñ y whenever x „ y.

Examples (5)-(7) are small, in that obpCq is a set. (1)-(4) are large, i.e. obpCq is a proper class.

We can also take subcategories, by taking subcollections of objects and morphisms, in a compatible way.

E.g.

8) Finite sets and functions is a subcategory of Set.

9) Groups and isomorphisms forms a subcategory of Gp.

Example(8) is a full subcategory: HomFinSetpX,Y q – HomSetpX,Y q

Example(9) is not full, but it is wide, in that it contains all objects.

Definition 1.1.2. An isomorphism is a morphism f : A Ñ B such that, Dg : B Ñ A such that g ˝ f “ idA

and f ˝ g “ idB .

E.g.

• bijections between sets

• group isomorphisms

• homeomorphisms

Examples of categories in which all morphisms are isomorphisms are r0s from (5), and (6), (7), (9). We call

them groupoids.

Definition 1.1.3. An initial object in a category C is an element H such that for any object C of C, D!

morphism H Ñ C.

Dually, a terminal object is an object ˚ such that for any C, there is a unique C Ñ ˚.

E.g.

• In Set, the empty set is initial, and any singleton txu is terminal.
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• In Gp, the trivial group teu is both initial and terminal, we call it a zero object.

• In a group G regarded as a category, the single object is neither initial nor terminal, unless G “ teu.

• The category 0 1 2 ... has an initial object, but no terminal objects.

Definition 1.1.4. A covariant functor F : C Ñ D assigns to any object A of C an object F pAq of D and

to any morphism f : A Ñ B, a morphism F pfq : F pAq Ñ F pBq in D, satisfying

• F pidAq “ idF pAq

• for f : A Ñ B, g : B Ñ C,F pg ˝ fq “ F pgq ˝ F pfq.

A contravariant functor F takes f : A Ñ B to F pfq : F pBq Ñ F pAq.

E.g.

• Fundamental group π1 : T op˚ Ñ Gp is covariant.

• Homology groups Hq : T op˚ Ñ Ab are covariant.

• Cohomology groups Hq : T op Ñ Ab are contravariant.

Definition 1.1.5. Given a category C, its opposite category Cop has the same objects as C, but

HomCoppA,Bq :“ HomCpB,Aq

.

Fact: Contravariant functors C Ñ D ðñ Covariant functors Cop Ñ D.

E.g. The forgetful functor U : Gp Ñ Set takes a group to its underlying set.

The free functor F : Set Ñ Gp takes a set to the free group on the set.

These functors are adjoint, in that HomGppFX,Gq – HomSetpX,UGq naturally (Functions out of a free

group are determined by where the generators go), i.e.

For any G Ñ H,

HomGppFX,Gq HomGppFX,Hq

HomSetpX,UGq HomSetpX,UHq

– –

commutes.

For any X Ñ Y ,

HomGppFX,Gq HomGppFY,Gq

HomSetpX,UGq HomSetpY,UGq

– –
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commutes.

We write this as F : Set é Gp : U or pF,Uq or F % U . F is the left adjoint and U is the right adjoint.

Observe that F pUpGqq ‰ G and UpF pXqq ‰ X. But there do exist unit and counit maps X Ñ UFX and

FUG Ñ G for any set X and group G.

We can state this in terms of natural transformations.

Definition 1.1.6. Given F,G : C Ñ D, a natural transformation α : F ñ G consists of

for any object A of C, αA : F pAq Ñ GpAq in D, s.t.

For any f : A Ñ B in C, the diagram

F pAq GpAq

F pBq GpBq

F pfq

αA

F pgq

αB

commutes.

So, for any adjoint pair pF,Uq, there are natural transformations FU ñ idD (counit) and idC ñ UF (unit).

E.g. Consider the forgetful functor U : T op Ñ Set.

It has a left adjoint F , taking a set to a discrete space HomT oppFX, Y q – HomSetpX,UY q.

It also has a right adjoint R, taking a set to an indiscrete space HomSetpUY,Xq – HomT oppY,RXq.

E.g. (Non-examples)

The forgetful functor U : Field Ñ SetpAb{Ringq doesn’t have a left adjoint.

Nontrivial field homomorphisms only exist between fields of the same characteristic, but can have set functions

or group/ring homomorphisms between fields of different characteristics.

E.g. The left adjoint to the forgetful functor

Ab Ñ AbMon

(abelian monoid) is the group completion/Grothendieck group functor K0.
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1.2 Lecture 2 (9/7/2021)

Last time we talked about adjoint functors F : C é D : G, where HomDpFX, Y q – HomCpX,GY q for objects

X of C and Y of D.

Definition 1.2.1. Given objects X and Y , then the product X ˆY , with morphisms p1 : X ˆY Ñ X and

p2 : X ˆ Y Ñ Y , is defined by a universal property: for any W and any morphisms W Ñ X and W Ñ Y ,

there exists a unique morphism W Ñ X ˆ Y , s.t. the following diagram commutes

W

X ˆ Y

X Y

D!

p1 p2

E.g. Usual cartesian product of sets, spaces, groups.

Definition 1.2.2. Given objects X,Y, Z and two morphisms f : X Ñ Z and g : Y Ñ Z, then the pullback

X ˆZ Y , with morphisms p1 : X ˆZ Y Ñ X and p2 : X ˆZ Y Ñ Y , is defined by a universal property: for

any W and any morphisms W Ñ X and W Ñ Y , there exists a unique morphism W Ñ X ˆZ Y , s.t. the

following diagram commutes

W

X ˆZ Y Y

X Z

D!

p2

gp1

f

E.g. In Set, X ˆZ Y “ tpx, yq P X ˆ Y : fpxq “ gpyqu. We can think of this diagram X Ñ Z Ð Y as a

functor from the category ‚ ‚ ‚ to C.

The pullback is ”universal cone”: anything else mapping to this diagram factors through it.

Definition 1.2.3. Dually (to product), the coproduct X\Y satisfies the universal property corresponding

to the following commutative diagram

X Y

X \ Y

W

i1 i2

D!

E.g. Disjoint union of sets, spaces, free products of groups, direct sum of modules.

Definition 1.2.4. Dually (to pushback), the pushout X\Z Y satisfies the universal property corresponding
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to the following commutative diagram

Z Y

X X \Z Y

W

f

g

i2

i1
D!

E.g. In Set or T op, X \Z Y “ X \ Y { „, where fpzq „ gpzq,@z P Z.

E.g. Amalgamated free product of groups: G ˚A H.

We can think of the diagram X Z Y
f g

as a functor from ‚ ‚ ‚ to C.

The pushout is a ”universal cocone”, maps out of the diagram factor through it.

Want to describe similar phenomena for more complicated diagrams.

Let ℓ be a small category, C an arbitrary category, and F : ℓ Ñ C a functor, thought of as a diagram in C.
We have a category Cℓ of such functors: objects are functors, morphisms are natural transformations, e.g.

ℓ “ ‚ ‚ ‚
a c b

F paq F pcq F pbq

Gpaq Gpcq Gpbq

Consider the constant diagram functor ∆ : ℓ Ñ Cℓ, X ÞÑ ∆X, e.g. X X Xid id . If it exists, its

right adjoint limℓ : Cℓ Ñ C, F ÞÑ limℓ F takes a diagram to its limit.

Check what’s happening for ℓ “ p ‚ ‚ ‚ q.

∆ : ℓ è Cℓ : lim
ℓ
.

HomCℓp∆X,F q – HomCpX, lim
ℓ
F q.

X X X

F paq F pcq F pbq

id id

X

limℓ F

F paq F pcq F pbq
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Its left adjoint, if it exists, takes a diagram to its colimit

colimℓ : Cℓ è ℓ : ∆

HomℓpcolimℓF,Xq – HomCℓpF,∆Xq

e.g. for ℓ “ p ‚ ‚ ‚ q,

colimℓF

X

F paq F pcq F pbq

X X Xid id

In many our standart examples, small limits and colimits (i.e. where ℓ is small ) all exist. But they need

not, in general.

E.g. In Set, the colimit of t1u ãÑ t1, 2u ãÑ t1, 2, 3u ãÑ ¨ ¨ ¨ is t1, 2, 3, ...u. In FinSet, this colimit doesn’t

exist.

Fact: If ℓ has an initial object H, then the limit of any F : ℓ Ñ C is (isomorphic to) F pHq. Dually, if ℓ has

a terminal object ˚, then the colimit of any F : ℓ Ñ C is F p˚q.

Note: Limits and colimits, if they exists, are unique up to unique isomorphisms.

E.g. Consider the diagram ℓ “

´

‚ ‚
g

fa b

¯

. The limit of a functor F : ℓ Ñ C is called an equializer.

Its colimit is called a coequalizer.

E.g. In Ab, G H
f

e
has equalizer kerpfq and coequalizer is cokerpfq.

Note: The qualizer of G H
f

g
is not the same as the pullback of

G

G H

g

f

.

Proposition 1.2.5. A category C has all small limits (is complete) if and only if it has all products and

equalizers. It has all small colimits (is cocomplete) if and only if that has coproducts and coequalizers.

Definition 1.2.6. A functor C Ñ Set is representable if it is naturally isomorphic to one of the form

HomCpX,´q (for covariant functors) or HomCp´, Xq (for contravariant functors) for some object X of C.

E.g. id : Set Ñ Set is representable by a singleton set tau, idpXq “ X “ HomSetptau, Xq.

E.g. The forgetful functor U : Gp Ñ Set is representable by Z. HomGppZ, Gq “ UG, the underlying set of

G, since a morphism Z Ñ G is specified by where 1 goes.

E.g. The contravariant functor Homp´ ˆA,Bq : Set Ñ Set is represented by HomSetpA,Bq “ BA.

HomSetpC ˆA,Bq – HomSetpC,HomSetpA,Bqq.

C ˆA Ñ B C Ñ HomSetpA,Bq

pc, aq ÞÑ bc,a c ÞÑ bc,a
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Note: Representable functors preserve limits, so not all functors are representable.

Lemma 1.2.7. (Yoneda) Given a functor F : C Ñ Set and an object X of C, there is a natural bijection (in

F and X )

NatTranspHomCpX,´q, F q – F pXq

tαY : HomCpX,Y q Ñ F pY qu ÞÑ αXpidXq P F pXq

E.g. For any functor F : Gp Ñ Set, the set of natural transformations U Ñ F is given by

NatTranspHomGppZ,´q, F q – F pZq.

Yoneda Embedding: Let C be a small category. Then the functor

C SetCop

x Homp´, xq

andCop SetC
x Hompx,´q

are fully faithful.

Definition 1.2.8. A functor F : C Ñ D is full if for any objects X,Y of C, the map HomCpX,Y q Ñ

HomDpF pXq, F pY qq is surjective. It is faithful if this map is injective. F is essentially surjective if for

any object Z of D, there exists an object X of C such that F pXq – Z.

Definition 1.2.9. F : C Ñ D is an equivalence if it is fully faithful and essentially surjective.

E.g. C “ p‚q and D “
`

‚ ‚
˘

E.g. C “ FinSet, D is the category of sets H, t1u, t1, 2u, ..., t1, ..., nu, .... We sometimes call D a skeletal

subcategory of D, since there are no non-identity isomorphisms.
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1.3 Lecture 3 (9/14/2021)

Theorem 1.3.1. Right adjoints preserve limite, and left adjoints preserve colimits.

Idea of proof: Let F : C è D : G be an adjoint pair, X : ℓ Ñ D with ℓ small, with limit limℓX. e.g.,

limℓX

Xpaq Xpcq Xpbq

apply G G limℓX

GXpaq GXpcq GXpbq

If C is another cone of this diagram:

C

GXpaq GXpcq GXpbq

Apply F :

limℓX FC

Xpaq Xpcq Xpbq

D!

ÐÑ

C

G limℓX

D!

Dual argument for colimits. ˝

Can also write as isomorphisms:

HomCℓp∆G,GXq – HomDℓpF∆C,Xq

– HomDℓp∆FC,Xq

– HomDpFC, lim
ℓ
Xq

– HomCpC,G lim
ℓ
Xq

Last topic: Abelian Categories.

Idea: formalize nice properties of the category RMod of R´modules

First properties:

• enriched in Ab: HompM,Nq is an abelian group

• has a zero object (the 0 module) that is both initial and terminal

• has all binary products (M ˆN) and coproducts (M ‘N ).

Any category with these properties is called additive.

Note: A consequence is that finite products agree with finite coproducts, e.g., M ˆN – M ‘N .
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But there’s more structure in RMod, intuitively given by the existence of short exact sequencec, i.e.,

monomorphisms, epimorphisms, kernels and cokernels.

Definition 1.3.2. A morphism f : X Ñ Y in a category C is:

• a monomorphism if for any h, k :W Ñ X, if fh “ fk, then h “ k; and

• an epimorphism if for any h, k : Y Ñ Z, if hf “ kf , then h “ k.

Definition 1.3.3. Let C be an additive category, and f : X Ñ Y a morphism

• the kernel of f is the equalizer of X Y
0

f
;and

• the cokernel of f is the coequalizer of X Y
0

f
.

Definition 1.3.4. An abelian category is an additive category C such that every morphism has a kernel

and a cokernel, every monomorphism arises as a kernel, and every epimorphism arises as a cokernel.

E.g. RMod, ChpRq: chain complexes of R´modules.

Definition 1.3.5. A functor C Ñ D between abelian categories is exact if it preserves exact sequences.

Theorem 1.3.6. (Freyd-Mithcell Embedding Theorem) For any small abelian category C, there exists a ring

R and an exact, fully faithful functor C Ñ RMod that embeds C as a full subcategory.
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Chapter 2

Introduction to spectral sequences

Peter Abramenko

For this set of notes, R is a ring with 1 and C “ RMod is the category of left R-modules.

2.1 Filtered Differential Modules

Definition 2.1.1. A decreasing filtration of M P C is a sequence pF pMqpPZ if submodules with F p`1M ď

F pM for all p P Z and M “
Ť

pPZ F
pM . The filtration is called finite if there exist p1, p2 P Z such that

F p1M “ M and F p2M “ 0.

With any filtration pF pMq of M , we associate a graded module

GrM :“ pGrpMqpPZ

where GrpM :“ F pM{F p`1M . The module GrM is sometimes identified with
À

pPZ GrpM .

Example 2.1.2. Suppose M “
À

pPZM
p, F pM “

À

iěpM
i. Then GrpM “ Mp for all p P Z.

Lemma 2.1.3. If pF pMq and pF pM 1q are finite filtrations ofM,M 1 P C and f :M Ñ M 1 is a homomorphism

of filtered modules (i.e. fpF pMq Ď F pM 1 for all p) such that the map induced by f , Gr f : GrM Ñ GrM 1,

is an isomorphism, then f is also an isomorphism.

Proof. Without loss of generality, we may shift the indices of the filtrations so that

M “ F 0M ě F 1M ě . . . ě FnM “ 0

M 1 “ F 0M 1 ě F 1M 1 ě . . . ě FnM 1 “ 0

Note that we are applying the same shift to each filtration. By assumption, we know that the maps Grp f :

F pM{F p`1M Ñ F pM 1{F p`1M 1 are isomorphisms for all p. We will show that f is an isomorphism by

induction on n.
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We can easily reduce to the case where n “ 2. That is, we are given

M ě F 1M ě 1 and M 1 ě F 1M 1 ě 0

where f1 :“ Gr1 f : F 1M Ñ F 1M 1 and f̃ :“ Gr0 f :M{F 1M Ñ M 1{F 1M 1 are isomorphisms.

To check that f is injective, note that for all x P ker f , f̃px ` F 1Mq “ 0. Since f̃ is injective, we have that

x ` F 1M “ F 1M and x P F 1M . Therefore, f1pxq “ fpxq “ 0 and by injectivity of f1, x “ 0. Thus f is

injective.

We now check that f is surjective. Let y P M 1. Now, since f̃ is surjective, there exists an m P M such

that f̃px ` F 1Mq “ y ` F 1M 1. Ergo, y P fpxq ` F 1M 1. Since f1 is surjective, F 1M 1 “ fpF 1Mq. Ergo,

y P fpxq ` fpF 1Mq “ fpx` F 1Mq Ď fpMq. Thus f is surjective as desired.

Definition 2.1.4. A differential module is a pair pM,dq with M P C and d P homRpM,Mq such that d2 “ 0

(that is, im d Ď ker d). We set

B :“ BpMq :“ im d (coboundaries)

Z :“ ZpMq :“ ker d (cocycles)

HpMq :“Z{B (cohomology)

A filtration of pM,dq is a filtration pF pMqpPZ of M such that dpF pMq Ď F pM for all p.

Example 2.1.5. Take C “ pCn, d:Cn Ñ Cn`1q to be a cochain complex. Set M :“
À

n C
n, and d :“

À

n d
n : M Ñ M . Then pM,dq is a differential module. If additionally, each Cn has a filtration pF pCnqpPZ

such that dnpF pCnq Ď F pCn`1 for all p, then pF pM “
À

n F
pCnqpPZ is a filtration of pM,dq.

A filtration of pF pMqpPZ of the differential modules pM,dq induces a filtration pHpMqpqpPZ on the cohomology

HpMq.

HpMqp :“ pZ X F pMq{pB X F pMq ãÑ Z{B “ HpMq.

On the other hand, each F pM becomes a differential modules with respect to dFp “ D1Fp : F pM Ñ F pM .

The cohomology of pF pM,dFpq is

HpF pMq “ ker dFp{ im dFp “ pZ X F pMq{dFppF pMq.

Note that dFppF pMq “ dpF pMq Ď B X F pM but im dFp need not equal B X F pM in general.

Thus, for each p, there exists a homomorphism ζp : HpF pMq “ pZ X F pMq{dFppF pMq Ñ Z{B “ HpMq

with image pZ X F pMq{pB X F pMq “ GpMqp “ tz `B|z P Z X F pMu.

The filtration pHpMqpqpPZ of HpMq induces a graded module GrHpMq “ pHpMqp{HpMqp`1qpPZ.

We may now talk about the purpose of the spectral sequence: to approximate Ep8 :“ HpMqp{HpMqp`1 by

a sequence pEpr qrPN0
starting with Ep0 “ F pM{F p`1M with p P Z.
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2.2 Constructing the Spectral Sequence

Definition 2.2.1. For r P N0, a cochain complex C with differential d of degree r is a direct sum C “
À

pPZ C
p

with a homomorphism d : C Ñ C where d2 ” 0 and dp : Cp Ñ Cp`r for all p. That is, dp ˝ dp´r “ 0. This

also yields a cohomology module HppCq “ ker dp{ im dp´r and HpCq :“
À

pPZH
ppCq.

The case with r “ 1 gives us classical cochain complexes. An example of the r “ 0 case is as follows.

Example 2.2.2. Let pM,dq be a filtered differential module and C “ GrM . Take dp0 : F pM{F p`1M Ñ

F pM{F p`1M to be the map induced by dp “ d|FpM : F pM Ñ F pM . Then HpGrMq will become E1 “
À

pPZH
ppGrMq “

À

pPZHpF pM{F p`1Mq.

We now move towards constructing the spectral sequence pEpr qpPZ which we identify with
À

pPZE
p
r , a cochain

complex of degree r P N0.

For the moment, we only have the differential d : M Ñ M satisfying d2 “ 0 from our filtered differential

module pM,dq. Using this d we define for r, p P Z:

Zpr :“ tx P F pM |dx P F p`rMu, Zp8 :“ Z X F pM

Bpr :“ dpF p´rMq X F pM, Bp8 :“ B X F pM

Observation 2.2.3. The following observations will be useful.

1. For r ě 0, we have F pM Ď F p`rM , Zpr “ F pM , and Bpr Ď F p´rM .

2. For fixed p we have that:

dpF pMq “ Bp0 Ď Bp1 Ď . . . Ď Bps Ď Bps`1 Ď . . . Ď Bp8 Ď Zp8

Zp8 “ F pM X Z Ď . . . Ď Zpr`1 Ď Zpr Ď . . . Ď Zp1 Ď Zp0 “ F pM

3. The “pr, pq-boundary identity”: Zp´r
r “ tx P F p´rM |dx P F pMu and thus, dpZp´r

r q “ dpF p´rMq X

F pM “ Bpr .

4. The “Z-jump identities”: F p`1M Ď F pM and Zp`1
r´1 Ď Zpr , Z

p`1
8 Ď Zp8.

Definition 2.2.4. For r ě 0 and p P Z we define Epr :“ Zpr {pBpr´1 ` Zp`1
r´1 q and Ep8 :“ Zp8{pBp8 ` Zp`1

8 q.

Note: Bp´1 Ď F p`1M “ Zp`1
´1 and Zp0 “ F pM implies that Ep0 “ Zp0 {pBp´1 ` Zp`1

´1 q “ F pM{F p`1M .

Lemma 2.2.5. Ep8 “ Zp8{pBp8 ` Zp`1
8 q – HpMqp{HpMqp`1

Proof. We have that Zp8 “ Z X F pM projects onto HpMqp “ pZ X F pMq{pB X F pMq – tz `B|z P Zp8u Ď

Z{B “ HpMq. Thus, we get a projection πp8 : Zp8 Ñ HpMqp{HpMqp`1.

Now note that πp8pzq “ 0 iff z ` B P HpMqp`1 iff z “ z1 ` b for some z1 P Z X F p`1M “ Zp`1
8 and some

b P B. Moreover Zp`1
8 Ď Zp8 and thus b “ z ´ z1 P Zp8 Ď F pM . Ergo, b P B X F pM “ B8. Hence,

z `B P HpMqp`1 iff z P Bp8 ` Zp`1
8 .
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This implies that kerπp8 “ Bp8 ` zp`1
8 and thus

Zp8{pBp8 ` Zp`1
8 q – HpMqp{HpMqp`1

as desired.

We now introduce differentials of degree r. Note that dpZpr q Ď F p`rM X B Ď F p`rM X Z “ Zp`r
8 Ď Zp`r

r .

Furthermore, since d2 “ 0, dpBpr´1q “ 0 and dpZp`1
r´1 q Ď Bp`r

r´1 be definition Zp`1
r´1 . Thus, dpBpr´1 ` Zp`1

r´1 q Ď

Bp`r
r´1 and d induces a homomorphism dpr : E

p
r “ Zpr {pBpr´1 `Zp`1

r´1 q Ñ Zp`r
r {pBp`r

r´1 `Zp`r`1
r´1 q “ Ep`r

r . Again

since d2 “ 0, dprd
p´r
r “ 0 for all p. Thus Er :“

À

pPZE
p
r is a cochain complex with differential dr of degree

r P N0.

Next we need to determine the cohomology HpErq “
À

pPZH
ppErq. For this, we need the following.

Lemma 2.2.6. 1. ker dpr “ pZpr`1 ` Zp`1
r´1 q{pBpr´1 ` Zp`1

r´1 q.

2. im dp´r
r “ pBpr ` Zp`1

r´1 q{pBpr´1 ` Zp`1
r´1 q.

Proof. (1): Consider dpr : Z
p
r {pBpr´1 `Zp`1

r´1 q Ñ Zp`r
r {pBp`r

r´1 `Zp`r`1
r´1 q. We first show that ker dpr Ě pZpr`1 `

Zp`1
r´1 q{pBpr´1 ` Zp`1

r´1 q. Recall that dpZp`1
r´1 q Ď Bp`r

r´1 as observed earlier and dpZpr`1q Ď F p`r`1M X B “

Bp`r`1
8 Ď Zp`r`1

r´1 . Thus, pZp`1
r´1 ` Zpr`1q{pBpr´1 ` Zp`1

r´1 q Ď ker dpr .

Now we show that ker dpr Ď pZpr`1 ` Zp`1
r´1 q{pBpr´1 ` Zp`1

r´1 q. Let x P Zpr such that the corresponding coset

dprpxq “ 0, i.e. dpxq P Bp`r
r´1 ` Zp`r`1

r´1 “ dpZp`1
r´1 q ` Zp`r´1

r´1 by Observation 2.2.3.3. Equivalently, we have

dx “ dy ` z for some y P Zp`1
r´1 and z P Zp`r`1

r´1 . Observation 2.2.3.4 implies that Zp`1
r´1 Ď Zpr Ď F pM . Now,

set u :“ x ´ y P F pM . Then dx “ dy ` z “ dy ` du and z “ du P Zp`r`1
r´1 . Ergo, du P F p`r`1M . Since

u P F pM and du P F p`r`1M we have that u P Zpr`1. Ergo, x “ u ` y with u P Zpr`1 and y P Zpr´1. Thus

proving the desired inclusion.

(2): Note Ep´r
r “ Zp´r

r {pBr´1 ` Zp´r`1
r´1 q and Epr “ Zpr {pBpr´1 ` Zp`1

r´1 q. Thus, dp´r
r pEp´1

r q “ pdpZp´r
r q `

Bpr´1 ` Zp`1
r´1 q{pBpr´1 ` Zp`1

r´1 q. Recall that dpZp´r
r q “ Bpr by Observation 2.2.3.3, so

im dp´r
r “ pBpr `Bpr´1 ` Zp`1

r´1 q{pBpr´1 ` Zp`1
r´1 q “ pBpr ` Zp`1

r´1 q{pBpr´1 ` Zp`1
r´1 q

where the last equality follow from Observation 2.2.3.2 (as Bpr Ě Bpr´1).

Corollary 2.2.7. HppErq “ ker dpr{ im dp´r
r – pZpr`1 ` Zp`1

r´1 q{pBpr ` Zp`1
r´1 q.

We can translate this further using two easy isomorphisms.

Fact. For any R-modules A,B,Z, pA` Zq{pB ` Zq – A{pAX pB ` Zqq.

Applying this to the corollary yields that

HppErq – Zpr`1{pZpr`1 X pBpr ` Zp`1
r´1 qq.

Now recall from Observation 2.2.3.2 that Bpr Ď Zpr`1. So we can apply

Fact. AX pB ` Cq “ B ` pAX Cq if B Ď A
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to get that

HppErq – Zpr`1{pBpr ` pZpr`1 X Zp`1
r´1 qq.

It follows from the definition of Zpr that Zpr`1 X Zp`1
r´1 “ Zp`1

r . Hence,

HppErq – Zpr`1{pBpr ` Zpr q “ Epr`1

by definition.

Proposition 2.2.8. If pEr “
À

pPZE
p
r qrPN0

is the spectral sequence associated to the filtered differential

module pM,dq, then HpErq – Er`1 for all r ě 0. I.e. HppErq – Epr`1 for all r ě 0 and all p P Z. In

particular, since Ep0 “ F pM{F p`1M for all p, HpGrMq – E1.

So we start with GrM associated to the filtration of M and by repeatedly taking cohomology, E1 – HpE0q,

E2 – HpE1q, . . ., Er`1 – HpErq, we approximate E8, the graded module of the cohomology HpMq.

Remark: If the filtration pF pMqpPZ of M is finite, then there exists an r P N such that Er “ E8.

2.3 Spectral Sequences for Filtered Cochain Complexes

In the previous section we built spectral sequences for filtered differential modules. Now we start with a

filtered cochain complex and build its spectral sequence.

2.3.1 Building Blocks

Definition 2.3.1. A filtered cochain complex pC, dq is a cochain complex of degree 1 together with a de-

creasing filtration pF pCqpPZ such that
Ť

pPZ F
pC “ C,

Ş

pPZ F
pC “ 0, and also satisfy conditions (1) and (2)

below.

Recall that we consider a cochain complex of degree 1 as a direct sum C “
À

nPZ C
n of R-modules together

with a differential d “
À

nPZ d
n : C Ñ C with dnpCnq Ď Cn`1 and d ˝ d “ 0, i.e. dn`1dn “ 0 for all n P Z.

1. The filtration and d are compatible, i.e. dpF pCq Ď F pC for all p.

2. The filtration and grading are compatible, i.e. F pC “
À

nPZpF pC X Cnq. That is, for each n P Z we

have a filtration pF pCnqpPZ of Cn and F pC “
À

nPZ F
pCn.

The traditional notation here is Cp,n´p :“ F pCn “ F pC X Cn.

It follows that Cp,q “ Cp`q XF pC for all p, q P Z where p` q is the degree and p is the index of the filtration.

We can then write F pC “
À

qPZ C
p,q “

À

nPZ C
p,n´p. In this notation, compatibility with d means

dpCp,n´pq Ď Cp,n`1´p @n,

or dpCp,qq Ď Cp,q`1 @q.
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For each pair pp, qq, the differential d induces a map dp`q : Cp,q Ñ Cp,q`1. Furthermore for each pair pp, nq,

we have a restriction dCp,n´p:Cp,n´pÑCp,n`1´p . If we set

dFp :“
à

nPZ
dCp,n´p : F pC Ñ F pC

then d2 “ 0 implies pdFpq2 “ 0 and so pF pC, dFpq is a cochain complex of degree 1 for all p.

The filtration pF pCqpPZ gives rise to a graded module GrC “
À

pPZ Grp C with Grp C :“ F pC{F p`1C “
À

qPZ C
p,q{

À

qPZ C
p`1,q´1 –

À

pCp,qq{Cp`1,q´1q. We define Grp,q C :“ Cp,qq{Cp`1,q´1. This tells us that

GrC is a bigraded module (which will become E0).

GrC “
à

p,qPZ
Grp,q C “

à

p,nPZ
Grp,n´p C.

The differential dCp,n´p : Cp,n´p Ñ Cp,n`1´p induces a homomorphism

dp,n´p
0 : Cp,n´p{Cp`1,n´1´p Ñ Cp,n`1´p{Cp`1,n´p

so with dp0 :“
À

nPZ d
p,n´p
0 : Grp C “

À

nPZ Grp,n´p C Ñ Grp C, pGrp C, dp0q is also a cochain complex for all

p P Z. Thus, GrC “
À

pPZ Grp C is a cochain complex with differential d0 :“
À

pPZ d
p
0 of degree 0. This

gives rise to a cohomology HpGrCq “
À

pPZHpGrp Cq (which will become E1), where

HpGrp Cq “
à

nPZ
HnpGrp Cq “

à

nPZ
HnpF pC{F p`1Cq.

Recall that HnpF pC{F p`1Cq “ ker dp,n´p
0 { im dp,n´p´1

0 . Using q “ n´ p instead of n, we can also write

HpGrCq “
à

p,qPZ
Hp`qpF pC{F p`1Cq “:

à

p,qPZ
HpGrCqp,q

as a bigraded module.

Now, C “
À

nPZ C
n has cohomology HpCq “

À

nPZH
npCq with HnpCq “ ker dn{ im dn`1 (this is what

we’re interested in). F pC “
À

nPZ C
p,n´p has cohomology HpF pCq “

À

nPZH
npF pCq with HnpF pCq “

ker dCp,n´p{ im dCp,n´1´p . Since F pC ãÑ C is a cochain map, we get an induced homomorphism of cohomology

HpF pCq Ñ HpCq. Denote the image of this homomorphism by HpCqp so that HpF pCq ↠ HpCqp ď HpCq.

So for each n P Z, we have a homomorphism HnpF pCq ↠ HpCqp,n´p :“ HnpCq X HpCqp; in other words:

HpCqp,n´p is the image of the homomorphism HnpF pCq Ñ HnpCq.

So we obtain a filtration pHpCqpqpPZ of HpCq and for each n P Z, a filtration pHpCqp,n´pqpPZ of HnpCq.

Definition 2.3.2.

GrpHpCq :“HpCqp{HpCqp`1

GrHpCq :“
à

pPZ
GrpHpCq pwill become E8q

Note:
Ť

pPZHpCqp,n´p “ HnpCq but in general we do not have that
Ş

pPZHpCqp,n´p “ 0 (if the latter is
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satisfied, then we call the filtration “regular”).

Using not only the filtration of HpCq but also the grading of C, we can see that also HpCq is bigraded.

GrpHpCq “ HpCqp{HpCqp`1 “
à

nPZ
HpCqp,n´p{

à

nPZ
HpCqp`1,n´p´1

–
à

nPZ
pHpCqp,n´p{HpCqp`1,n´p´1q

“:
à

nPZ
Grp,n´pHpCq

So with Grp,qHpCq “ HpCqp,q{HpCqp`1,q´1, we have

GrpHpCq “
à

qPZ
Grp,qHpCq,

and

GrHpCq “
à

pPZ
GrpHpCq “

à

p,qPZ
Grp,qHpCq

bigraded, and

GrHnpCq “
à

pPZ
Grp,n´pHpCq.

The term Grp,n´pHpCq will become Ep,n´p
8 .

The spectral sequence pErqrě0 will be a sequence of bigraded modules which are also cochain complexes of

degree r starting with

E0 “ GrC, E1 “ HpGrCq, . . .

and approximating E8 “ GrHpCq.

2.3.2 Defining the Spectral Sequence

We now move to define the spectral sequencepErqrě0 for the filtered cochain complex pC, dq where C “
À

nPZ C
n, F pC “

À

qPZ C
p,q “

À

nPZ C
p,n´p. We do this by comparing with the easier, already discussed

case of a filtered differential module pM,dq.

pM,dq pC, dq

Zpr :“ tx P F pM |dx P F p`rMu Zp,qr :“ tx P Cp`q X F pC|dx P Cp`q`1 X F p`rCu

Bpr :“ tx P F pM |Dy P F p´rM,x “ dyu Bp,qr :“ tx P Cp`q X F pC|Dy P Cp`q´1 X F p´rC, x “ dyu

Zp8 :“ Z X F pM Zp,q8 :“ tx P Cp`q X F pC|dx “ 0u

Bp8 :“ B X F pM Bp,q8 :“ tx P Cp`q X F pC|Dy P Cp`q´1, x “ dyu

Observation 2.3.3. We have the following easy properties.

1. Bp,qr “ dZp´r,q`r´1
r
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2. Zp`1,q´1
r´1 Ď Zp,qr

3. Bp,qr´1 Ď Bp,qr Ď Zp,qr

4. Zp`1,q´1
8 Ď Zp,q8

5. Bp,q8 Ď Zp,q8

Note that (1) and (3) imply that dZp,qr Ď Zp`r,q´r`1
r and dZp`1,q´1

r´1 Ď Zp`r`1,q´r
r´1 . So if we define Ep,qr :“

Zp,qr {pBp,qr´1 ` Zp`1,q´1
r´1 q, the the differential d induces a homomorphism dp,qr : Ep,qr Ñ Ep`r,q´r`1

r . We also

define

Epr :“Zpr {pBpr´1 ` Zp`1
r´1 q “

à

qPZ
Ep,qr

Ep8 :“Zp8{pBp8 ` Zp`1
8 q “

à

qPZ
Ep,q8

where Zpr :“
À

qPZ Z
p,q
r , Bpr :“

À

qPZB
p,q
r , Zp8 :“

À

qPZ Z
p,q
8 , Bp8 :“

À

qPZB
p,q
8 , and Ep,q8 :“ Zp,q8 {pBp,q8 `

Zp`1,q´1
8 q. With similar computations as for pM,dq, one establishes the following.

Proposition 2.3.4.

Hp,qpErq :“ ker dp,qr { im dp´r,q`r´1
r – Ep,qr`1

If we sum over q, we get a differential dpr :“
À

qPZ d
p,q
r : Epr Ñ Ep`r

r . So Er “
À

pPZE
p
r is a graded complex

with differential dr “
À

pPZ d
p
r of degree r. For the cohomology of Er we obtain

Corollary 2.3.5. HppErq :“ ker dpr{ im dp´r
r – Epr`1.

Summarizing these and observations made about E0 and E8, we get the following.

Theorem 2.3.6. Given a filtered and graded complex pC, dq with differential d of degree 1 and filtration

pF pCqpPZ compatible with the grading, there is a spectral sequence pErqrPN0Yt8u which satisfies:

1. E0 “ GrC and E1 – HpGrCq. This means that Ep,q0 “ Cp,q{Cp`1,q´1 and Ep,q1 – Hp,qpF pC{F p`1Cq

for all p, q P Z.

2. Each Er “
À

p,q E
p,q
r is a bigraded module, and with Epr “

À

qPZE
p,q
r , HppErq “

À

qPZH
p,qpErq –

À

qPZE
p,q
r`1 “ Epr`1 so that HpErq “

À

pPZH
ppErq –

À

pPZE
p
r`1 “ Er`1.

3. E8 – GrpHpCqq, which means that Ep,q8 – Grp,qHpCq “ HpCqp,q{HpCqp`1,q´1 for all p, q and so

GrpHnpCqq –
À

pPZE
p,n´p
8 .

Note that for all r ě 0, the differentials dp,qr : Ep,qr Ñ Ep`r,q´r`1
r induced by d for p, q P Z have bidegree

pr, 1 ´ rq and that Hp,qpErq – Ep,qr`1.

An easy consequence here is that whenever Ep,qr “ 0, then we have that Ep,qs “ 0 for all s ě r

Recall: The foal of the spectral sequence pErqrPN0
is to “approximate” E8, which yields information about

the cohomology HpCq.
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So there should be a relation between Ep,q8 and Ep,qr for “sufficiently big r.” Ideally, we would like to have

an r0 P N such that Ep,qr “ Ep,q8 for all r ě r0 and p, q P Z. This is usually too much to ask. So we will use

the following notion of convergence of a spectral sequence pErqrě0: for every pair pp, qq P Z2, there exists an

r0 “ r0pp, qq such that Ep,qr “ Ep,q8 for all r ě r0.

Here are some special cases where some statements regarding the convergence of spectral sequences can be

made.

2.3.3 First Quadrant Spectral Sequences

Definition 2.3.7. The filtration pF pCqpPZ of pC, dq is called positive if F pC “ C for all p ď 0. The filtration

is called “canonically cobounded”(one might also call it a first quadrant filtration) if it is positive and Cp,q “ 0

for all q ă 0 (equivalently Cp,n´p “ 0 for all pp, nq with p ą n).

q

p

Cp,q “ Cp`q

Cp,q “ Cp`q “ 0 Cp,q “ 0

C0,0 n “ 1 n “ 2 . . .

Figure 2.1: A visualization of a canonically cobounded filtration.

Side-Remark: For n ď 0, the only options are F pCn “ Cn (if p ď 0) or F pCn “ 0 (if n “ p` q with p ě 0

and hence q ă 0).

Proposition 2.3.8. If pF pCqpPZ is canonically cobounded, then Ep,qr “ 0 for all p ă 0, q P Z, r P N0 Y t8u

and Ep,qr “ 0 for all q ă 0, p P Z, r P N0 Y t8u (i.e. pErq is a first quadrant spectral sequence) and

Ep,qr “ Ep,q8 for all r, p, q with r ą maxtp, q ` 1u.

The assumptions in this proposition can be weakened as follows:

Definition 2.3.9. The filtration pF pCqpPZ of pC, dq is called bounded if there exist functions µ, ν : Z Ñ Z
such that νpnq ď µpnq for all n P Z and:

1. Cp,n´p “ Cn for all p ď νpnq;

2. Cp,n´p “ 0 for all p ą µpnq.

Proposition 2.3.10. If the filtration is bounded with functions µ, ν, then:

1. Ep,n´p
r “ 0 for all r, p, q with p ă νpnq or p ą µpnq;
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2. and Ep,qr “ Ep,q8 for all r, p, q with r ą maxtp´ νpp` q ´ 1q, µpp` q ` 1q ´ pu.

Remark: The previous proposition is a special case of this one with νpnq “ 0 for all n and µpnq “ n for all

n.

What about Ep,q8 ? Recall that Ep,q8 :“ Zp,q8 {pBp,q8 ` Zp`1,q´1
8 q where Zp,q8 “ tx P Cp,q|dx “ 0u and

Bp,q8 “ Cp,q X dpCp`q´1q. Then we have the following.

1. If pF pCq is positive, then Cp,q “ Cp`1,q´1 “ Cp`q for all p ď ´1. Ergo, Zp,q8 “ Zp`1,q´1
8 and Ep,q8 “ 0

for all q ă 0.

2. Similarly, Cp,q “ 0 for all q ă 0 implies Ep,q8 “ 0 for all q ă 0.

Side-Remark: These easy observations only use Zp,q8 and Zp`1,q´1
8 , not Bp,q8 .

Now assume that pErqrPN0
is a first quadrant spectral sequence (i.e. Ep,qr “ 0 whenever p ă 0 or q ă 0). Let

p, q P N0 be given. When does the sequence pEp,qr qrPN0 stabilize?

Recall that Ep,qr`1 – ker dp,qr { im dp´r,q`r´1
r . Since pErqr is a first quadrant spectral sequence we have the

following.

1. Then we have that im dp´r,q`r´1
r “ 0 whenever Ep´r,q`r´1

r “ 0. This occurs when r ą p (or p´ r ă 0).

2. We have that ker dp,qr “ Ep,qr whenever Ep`r,q´r`1
r “ 0, which occurs when r ą q` 1 (or q´ r` 1 ă 0).

Corollary 2.3.11. If pErqrPN0
is a first quadrant spectral sequence, then for any pp, qq P N2

0, the sequence

pEp,qr qrě0 stabilizes for r ą maxpp, q ` 1q “: r0, i.e. E
p,q
r “ Ep,qr0`1 for all r ě r0 ` 1.

Question: Is this limit (for fixed pp, qq) equal to Ep,q8 ?

Observation 2.3.12. 1. If Cp,q “ 0 for all q ă 0 and r ą q ` 1, then Zp,qr “ Zp,q8 . This follows from

Zp,qr “ tx P Cp,q|dx P Cp`r,q´r`1u “ tx P Cp,q|dx “ 0u “ Zp,q8

since Cp`r,q´r`1 “ 0 if r ą q ` 1.

2. If pF pCq is positive and r ě p, then Bp,qr “ Bp,q8 . This follows from

Bp,qr “ tx P Cp,q|x P dpCp´r,q`r´1qu “ tx P Cp,q|x P dpCp`q´1qu “ Bp,q8

since Cp´r,q`r´1 “ Cp`q´1 if r ě p. Thus, r ą p implies that Bp,qr´1 “ Bp,q8 .

This leads us to the following corollary.

Corollary 2.3.13. Assume that 1) pF pCq is positive and 2) Cp,q “ 0 for all q ă 0. Then for all r ą

maxpp, q ` 1q

Ep,qr “ Zp,qr {pBp,qr´1 ` Zp`1,q´1
r´1 q “ Zp,q8 {pBp,q8 ` Zp`1,q´1

8 q “ Ep,q8 .

(Note: r ą q ` 1 implies that r ´ 1 ą pq ´ 1q ` 1).
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Thus, we have proved the following result.

Proposition 2.3.14. If pF pCq is “canonically cobounded” (i.e. satisfies (1) and (2) from the corollary),

then Ep,qr “ 0 for all r, p, q with p ă 0 or q ă 0 (including r “ 8) and Ep,qr “ Ep,q8 for all r, p, q with

r ą maxpp, q ` 1q.

Remark: Similar (albeit more technically involved, but not really more difficult) arguments yield the proof

of Proposition 2.3.10 about general bounded filtrations, of which those in Proposition 2.3.8 are an important

special case.

2.4 Spectral Sequence of a Double Complex

The canonically cobounded filtrations of the previous section naturally arise from first quadrant double

complexes.

Definition 2.4.1. A double (cochain) complex is a doubly-graded complex C “ pCp,qqp,qPZ with two differ-

entials dp,qI : Cp,q Ñ Cp`1,q, dp,qII : Cp,q Ñ Cp,q`1 such that dp`1,q
I dp,qI “ 0, dp,q`1

II dp,qII “ 0, and the following

diagram commutes for all p, q (i.e. dp`1,q
II dp,qI “ dp,q`1

I dp,qII ). We say that the degree of Cp,q is p` q

Cp,q`1 Cp`1,q`1

Cp,q Cp`1,q

dp,qI

dp,qII

dp,q`1
I

dp`1,q
II

We will mainly deal with first quadrant double complexes where Cp,q “ 0 if p ă 0 or q ă 0.

Example 2.4.2. Let C “ pCpq be a cochain complex of right R-modules and D “ pDqq be a cochain

complex of left R-modules. Denote the differentials by γp : Cp Ñ Cp`1 and δq : Dq Ñ Dq`1. Define

Cp,q :“ Cp bRD
q. Observe that pCp,qq is a double complex of abelian groups since p1Cp`1 b δqqpγp b 1Dq q “

γp b δq “ pγp b 1Dq`1qp1Cp b δqq which makes the following diagram commute.

Cp bDq`1 Cp`1 bDq`1

Cp bDq Cp`1 bDq

1Cpbδq

γpb1Dq`1

γpb1Dq

1Cp`1bδq

Definition 2.4.3. If C “ pCp,qq is a double complex, we define the associated total complex TC “ pTCnqnPZ

by TCn :“
À

p`q“n C
p,q with total differential dnT “

À

p`q“npdp,qI ` p´1qpdp,qII q : TCn Ñ TCn`1.

In more detail, for each pp, qq we have a homomorphism dp,qI ` p´1qpdp,qII : Cp,q Ñ Cp`1,q ‘Cp,q`1 ď TCn`1.

dnT is then the direct sum over all pp, qq with p ` q “ n of the homomorphisms dp,qI ` p´1qpdp,qII . The sign

p´1qp is introduced in order to obtain that dT is a differential, i.e. pTC, dT q is a cochain complex.

Lemma 2.4.4. dn`1
T dnT “ 0 for all n.
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Proof. It suffices to show dn`1
T dnT pCp,qq “ 0 for all p, q with p` q “ n. For cp,q P Cp,q we obtain

dn`1
T dnT pcp,qq “dn`1

T pdp,qI pcp,qq
loooomoooon

PCp`1,q

`p´1qp dp,qII pcp,qq
loooomoooon

PCp,q`1

q

“ dp`1,q
I dp,qI

loooomoooon

“0

pcp,qq ` p´1qp`1 dp`1,q
II dp,qI

loooomoooon

“dp,q`1
I dp,qII

pcp,qq ` dp,q`1
I dp,qII pcp,qq ` p´1q2p dp,q`1

II dp,qII
loooomoooon

“0

pcp,qq

“p´1qp`1dp,q`1
I dp,qII ` p´1qpdp,q`1

I dp,qII pcp,qq “ 0

There are now two canonical filtrations of pTC, dT q:

1. F pI TC
n :“

À

sěp C
s,n´s. This yields F pI TC “

À

nPZ F
p
I TC

n “
À

sěp,nPZ C
s,n´s “

À

sěp,qPZ C
s,q.

2. F qIITC :“
À

těq C
n´t,t. This yields F qIITC “

À

nPZ F
q
IITC

n “
À

nPZ,těq C
n´t,t “

À

pPZ,těq C
p,t.

Let’s concentrate on F pI for now.

Observation 2.4.5. 1. If pCp,qq is a first quadrant double complex, then TCn “ 0 for all n ă 0;

F pI TC
n “ TCn for all p ď 0 (i.e. F pI is a positive filtration); and n ´ p ă 0 (or p ą n) implies

that F pI TC
n “

À

sěpěn C
s,n´s “ 0. So in this case the filtration F pI (and similarly F qII) is “canonically

cobounded”.

2. Warning: Note that Cp,q has a different meaning here than in the general discussion of spectral

sequences. In the general set up we have Cp,q “ F pCp`q “ F pC X Cp`q and Cp,n´p “ F pCn “

F pC X Cn. Here we specify C “ TC and

Cp,n´p “
à

sěp

Cs,n´s{
à

sěp`1

Cs,n´s “ F pI TC
n{F p`1

I TCn “ TCp,n´p{TCp`1,n´p´1 “ Grp,n´p TC.

So we have Cp,q “ Grp,q TC “ IEp,q0 in the case of F p “ F pI .

Remark: In principal, we get the same bigraded module Ep,q0 “ Grp,q TC if we use the filtration F qII of

TC. However, if we stick with the convention that in E˚,˚
0 the first index refers to the filtration index, then

IIEq,p0 “ Cp,q or IIEp,q0 “ Cq,p for all p, q.

Next we want to identify the levels IE1 and IE2 associated with the first filtration F pI TC. We are using that

the next level is obtained from the previous one by taking cohomology, see Theorem 2.3.6.

In particular, E1 “ HpE0q. In order to make this more explicit, we need to consider the differentials
Idp,q0 : Cp,q Ñ Cp,q`1. Recall that all the differentials dp,qr are induced by dT , the total differential of TC. So

we have TCn “
À

p`q“n C
p,q, and

dnT |Cp,q “ dp,qI ` p´1qpdp,qII : Cp,q Ñ Cp`1,q ‘ Cp,q`1
looooooooomooooooooon

ďTCn`1

.

Since Idp,q0 : Cp,q Ñ Cp,q`1 is induced by dT , we must have Idp,q0 “ p´1qpdp,qII . This can also be seen using
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the definition Ep,q0 “ Zp,q0 {pBp,q´1 ` Zp`1,q´1
´1 q with

Zp,q0 “tx P TCp`q X F pI TC|dTx P TCp`q`1 X F pI TCu “
à

sěp

Cs,p`q´s,

Zp,q´1 “tx P TCp`q X F p`1TC|dTx P Cp`q`1 X F pTCu “
à

sěp`1

Cs,p`q´s.

So Idp,q0 is determined by the restriction of dT to Cp,q (since Zp`1,q´1
´1 is modded out), and since the image

is in Ep,q`1
0 , where Zp,q`1

´1 “
À

sěp`1 C
s,p`q`1´s is modded out, the map induced by dT on Ep,q0 is the same

as the one induced by p´1qpdp,qII .

Result: If for fixed p P N0, C
p denotes the cochain complex pCp,q, p´1qpdp,qII qqPN0 , then

IEp,q1 “ HqpCpq is

the “vertical cohomology of pCp,qq”. Of course, we get the same cohomology if we use the differential dp,qII

without the sign p´1qp.

q

p

Figure 2.2: E0 with Id0

We now turn towards the differentials Id1. Recall that it has bidegree p1, 0q (as r “ 1), so Idp,q1 : Ep,q1 Ñ

Ep`1,q
1 . Our first observation refers to Zp,q1 .

Lemma 2.4.6. Zp,q1 “ Zp`1,q´1
0 ` pCp,q X Zp,q1 q

Proof. By definition, Zp,q1 “ tx P
À

sěp C
s,p`q´s|dx P x P

À

sěp`1 C
s,p`q´su and

Zp`1,q´1
0 “ tx P

à

sěp`1

Cs,p`q´s|dx P x P
à

sěp`1

Cs,p`q`1´s “
à

sěp`1

Cs,p`q´s.

This last equation follows since the filtration is compatible with the grading, and so dT pF p`1TCq Ď F p`1TC

is always true. It follows that

Zp,q1 “ pCp,q X Zp,q1 q `
à

sěp`1

Cs,p`q´s “ pCp,q X Zp,q1 q ` Zp`1,q´1
0 .

Consequence: Every element of Ep,q1 “ Zp,q1 {pZp`1,q´1
0 `Bp,q0 q can be represented by an element of Cp,q X

Zp,q1 .
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Now assume that c “ cp,q P Cp,q X Zp,q1 . Then by definition of d “ dT and Zp,q1

dc “ dp,qI
loomoon

PCp`1,q

` p´1qpdp,qII pcq
loooooomoooooon

PCp,q`1

P
à

sěp`1

Cs,p`q´s,

which simplifies to p´1qpdp,qII pcq P Cp,q`1 X
À

sěp`1 C
s,p`q´s “ 0. Hence, we have the following.

Corollary 2.4.7. d|Cp,qXZp,q1
“ dp,qI .

Result: Idp,q1 : HqpCpq
looomooon

“Ep,q1

Ñ Hq`1pCpq
loooomoooon

“Ep,q`1
1

is induced by dp,qI . It follows that E2 “ HpE1q and Ep,q2 “ HppHqpCpqq

which is the “horizontal cohomology of the vertical cohomology of pCp,qq.”

q

p

Figure 2.3: E1 with Id1

More precisely: For a fixed q and variable p, pHqpCpq, dp,qI qpPN0 is a cochain complex with differential induced

by dp,qI and Ep,q2 is obtained by taking the pth cohomology of this cochain complex.

Remark: The fact that dp,qI induces a differential on pHqpCpqqpPN0 can easily be verified without referring

to the definition of Ep,q1 and Zp,q1 . We have that

ker dp,qII { im dp,q´1
II “ HqpCpq

d̃p,q1
ÝÝÑ HqpCp`1q “ ker dp`1,q

II { im dp`1,q´1
II .

Note that the inclusions dp,qI pker dp,qII q Ď ker dp`1,q´1
II follows from the commutativity of

Cp,q`1 Cp`1,q`1

Cp,q Cp`1,q

dp,qII dp`1,q
II

dp,qI

dp`1,q
I

and dp,qI pim dp,q´1
II q Ď im dp`1,q

II follows from that of

Cp,q Cp`1,q

Cp,q´1 Cp`1,q´1

dp,q´1
II dp`1,q

II

dp,q´1
I

dp,qI

However, in order to verify that d̃p,qI “ Idp,q1 , we had to go back to the definition of Ep,q1 and Zp,q1 . Putting

things together, we get the following.
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Theorem 2.4.8. If pCp,qq is a first quadrant double (cochain) complex, there exists a “canonically cobounded”

filtration, F pI TC of the associated total complex TC which yields a converging (in the sense of Proposi-

tion 2.3.8) spectral sequence with the following properties.

1. IEp,q0 “ Cp,q for all p, q.

2. IEp,q1 “ HqpCpq for all p, q.

3. IEp,q2 “ HppHqpCpqq for all p, q.

q

p

Figure 2.4: E2 with Id2 of bidegree (2,-1).

Remark:

1. We explicitly determined the differentials Id0 and Id1 but not id2, which is more involved. However, for

certain applications the information collected in the theorem is sufficient to draw interesting conclusions.

2. Using the second filtration F qIITC, we obtain in a similar way a spectral sequence pIIErq with
IIEp,q0 “

Cq,p and IIEp,q1 “ HqpC˚,pq where C˚,p :“ pCq,p, dq,pI qqPN0 for fixed p P N0 (i.e. “horizontal cohomol-

ogy”) and IIEp,q2 “ HppHqpC˚,pqq (“vertical cohomology of the horizontal cohomology”).
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Chapter 3

The Grothendieck Spectral Sequence

You Qi

3.1 Resolutions and derived functors

Let A,B be abelian categories, and F : A Ñ B be and additive functor. Then F always sends s.e.s. (short

exact sequence) in A to split s.e.s. in B. But usually does not necessarily preserve the class of all s.e.s.’s.

Definition 3.1.1. F is called left exact if, given any short exact sequence

0 Ñ A Ñ B Ñ C Ñ 0

in A, the induced sequence

0 Ñ F pAq Ñ F pBq Ñ F pCq

is exact. F is called right exact if

F pAq Ñ F pBq Ñ F pCq Ñ 0

is exact. F is called exact if F is both left and right exact.

Because of A ÐÑ Aop duality, right exactness can be reduced to left exactness. However F being exact fails

for many important functors.

E.g. One useful example to keep in mind: A “ RMod, B “ SMod and M is an pR,Sq-bimodule. Then

F “ HomRpM,´q : A Ñ B,RN ÞÑ HomRpMS , Nq

G “ M bS p´q : B Ñ A, SL ÞÑ M bS L

are adjoint functors. F is left exact and G is right exact.

28



More explicitly, consider A “ B “ ZMod and the functors

F “ HomZpZ{n,´q

G “ Zn b p´q

applied to the s.e.s. 0 Ñ Z ¨n
Ñ Z Ñ Z{n Ñ 0.

The right derived functors of F give a functorial way to measure how F fails to be exact: i.e. functors

RiF, i P N s.t.

0 Ñ F pAq Ñ F pBq Ñ F pCq Ñ R1F pAq Ñ R1F pBq Ñ R1F pCq Ñ R2F pAq Ñ ...

which is natural in s.e.s.

To properly define RiF, i P N, we need the notion of injective resolutions.

Definition 3.1.2.

(1) An object P is called projective in A if HomApP,´q : A Ñ ZMod is exact. An object I is called

injective if HomAp´, Iq : Aop Ñ ZMod is exact.

(2) A is said to have enough projectives if, @M P A, D an epimorphism P Ñ M Ñ 0. A is said to have

enough injectives if @M P A, D a monomorphism 0 Ñ M Ñ I.

E.g. As an illustration, consider A “ RMod for some k-algebra, where k is a field. Then any free module

R‘S is projective (S can be infinity). @M P RMod, D surjection

R‘S ↠M

showing that RMod has enough projectives. Any projective R-module is, in fact, a direct summand of a free

R-module. Take a surjection P Ñ M˚ Ñ 0 as right modules, and dualize to get

0 Ñ M˚˚ Ñ P˚

Then:

(1) P˚ is injective: HomRp´, P˚q – HomkpPbR,kq is a composition of exact functors, and thus is exact.

(2) The canonical embeddingM Ñ M˚˚ Ñ P˚ embedsM in an injective R-module ùñ RMod has enough

injectives.

Definition 3.1.3. Let A be an abelian category. An injective resolution I‚ ofM is a complex of injectives

in A
0 Ñ I0

d0
Ñ I1

d1
Ñ I2

d2
Ñ ...

s.t. it is exact everywhere except at I0, where ker d0 – M .

Theorem 3.1.4. Let A be an abelian category with enough injectives.

(1) Any M P A has an injective resolution I‚
M .
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(2) Any f :M Ñ N extends to f‚ : I‚
M Ñ I‚

N . Any such two extensions are homotopic to each other.

The proof of theorem uses a very useful characterization of injectives: @ monomorphim i:

0 M N

I

i

f Dh s.t. h˝i“f

As a consequence,

Corollary 3.1.5. Any two injective resolutions of M are homotopic to each other.

Lemma 3.1.6. (Horseshoe) In A, an abelian category with enough injectives. Let I‚
M , I

‚
N be injective

resolutions of M,N with

0 Ñ M Ñ K Ñ N Ñ 0

being exact, then there is an injective resolution I‚
K of K that fits into

0 Ñ I‚
M Ñ I‚

K Ñ I‚
N Ñ 0

(I‚
K must termwise split as I‚

K – IiM ‘ IiN ,@i ě 0).

Definition 3.1.7. Let A be an abelian category with enough injectives and F be a left exact functor on A.

Then

RiF pMq :“ HipF pI‚
M qq

Corollary 3.1.8.

(1) RiF pMq “ 0,@i ă 0. R0pMq “ F pMq.

(2) RiF pIq “ 0 if I is injective and i ‰ 0.

(3) RiF pMq is independent of choices of I‚
M .

(4) Given any short exact sequence 0 Ñ A Ñ B Ñ C Ñ 0 in A, D l.e.s.

0 F pAq F pBq F pCq

RiF pAq RiF pBq RiF pCq

Ri`1F pAq Ri`1F pBq Ri`1F pCq ...

´´´´´´´´´´´´

δi

Proof. Only (4) needs some comment. Take injective resolutions of A,B,C as in the horseshoe lemma. Note

that injectiveness of I‚
A shows that there is a termwise splitting I‚

B – I‚
A ‘ I‚

C . Apply F we get

0 Ñ F pI‚
Aq Ñ F pI‚

Bq Ñ F pI‚
Cq Ñ 0

a termwise split sequence. Taking cohomology for this sequence gives the desired result.

E.g. ExtiRpM,Nq “ RiHomRpM,Nq – HipHomRpM, I‚
N qq
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3.2 Cartan-Eilenberg resolution

Instead of resolving a single object by injectives, we can also resolve certan complexes in A, provided it has

enough injectives.

Definition 3.2.1. Let A be an abelian category and K‚ a complex bounded from below. (Kp “ 0 for all

p ăă 0). A Cartan-Eilenberg resolution of K‚ is a double complex I‚,‚ and a morphism of complexes

ϵ : K‚ Ñ I‚,0, satisfying

(1) Ip,‚ “ 0 for all p ăă 0, and I‚,q “ 0 if q ă 0. (almost first quadrant).

(2) The complex Ip,‚ is an injective resolution of Kp,@p.

(3) The complex pker dhqp,‚ is an injective resolution of ker dpK .

(4) The complex pIm dnqp,‚ is an injective resolution of Im dpK .

(5) The complex Hp
hpI‚,‚q is an injective resolution of HppK‚q.

...
...

...

. . . Ii´1,j`1 Ii,j`1 Ii`1,j`1 . . .

. . . Ii´1,j Ii,j Ii`1,j . . .

. . . Ii´1,j`1 Ii,j`1 Ii`1,j`1 . . .

...
...

...

. . . Ki´1 Ki Ki`1 . . .

dh

dh

dh

dh

dvdv dv

dv dv

dh dh

dv

dh

dv dv dv

dh

dh

dh

dv dv dv

dh

dh

ϵ ϵϵ

Lemma 3.2.2. Let A be an abelian category with enough injectives, and K‚ be a complex bounded from

below. Then there exists a Cartan-Eilenberg resolution of K‚.
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Proof. Without loss of generality, assume Kp “ 0 if p ă 0. Let us break K‚ into s.e.s. in A

0 Ñ Z0 ÑK0 Ñ B1 Ñ 0

0 Ñ B1 ÑZ1 Ñ H1 Ñ 0

...

0 Ñ Zn ÑKn Ñ Bn`1 Ñ 0

0 Ñ Bn`1 ÑZn`1 Ñ Hn`2 Ñ 0

Inductively, choose injective resolutions as in horseshoe lemma:

0 Zn Kn Bn`1 0

0 Jn,‚Z In,‚ Jn`1,‚
B 0

and

0 Bn`1 Zn`1 Hn`1 0

0 Jn`1,‚
B Jn`1,‚

Z Jn`1,‚
H 0

Take dh : In,‚ Ñ In`1,‚ to be the composition

In,‚ Ñ Jn`1,‚
B Ñ Jn`1,‚

Z Ñ In`1,‚

The lemma follows.

3.3 The Grothendieck spectral sequence

Definition 3.3.1. Let A be an abelian category with enough injectives, and F a left exact functor on A.

An object A P A is called F -acyclic if

RiF pAq “ 0,@i ą 0

E.g.

(1) Any injective object is F -acyclic.

(2) If F “ ΓX on a paracompact space X, then any sheaf admitting partition of 1 is F -acyclic.

Theorem 3.3.2. If F : A Ñ B, G : B Ñ C are left exact functors between abelian categories such that A,B
have enough injectives. Suppose F takes injective objects to G-acyclic objects. Then, for any object A P A,

D spectral sequence

Ep,q2 “ RpGpRqF pAqq ùñ Rp`qF pAq

Proof. Take an injective resolution 0 Ñ A Ñ I‚. We then obtain F pI‚q is a complex of G-acyclic objects.

Choose a Cartan-Eilenberg resolution

ε : F pI‚q Ñ J‚,‚ :

32



...
...

...

. . . J i´1,j`1 J i,j`1 J i`1,j`1 . . .

. . . J i´1,j J i,j J i`1,j . . .

. . . J i´1,j`1 J i,j`1 J i`1,j`1 . . .

...
...

...

. . . F pIi´1q F pIiq F pIi`1q . . .

dh

dh

dh

dh

dvdv dv

dv dv

dh dh

dv

dh

dv dv dv

dh

dh

dh

dv dv dv

dh

dh

ϵ ϵϵ

Apply G to the bicomplex, we obtain two s.s. of a first quadrant bicomplex:

Hp
vH

q
hpGpJ‚,‚qq ùñ Hp`qpTotpGpJ‚,‚qqq ðù Hq

hH
p
v pGpJ‚,‚qq

The CE-resolution has each of its column an injective relosution of F pI‚q, thus each Hp
v pGpJ‚,‚qq computes

RpGpF pI‚qq “ 0 if p ě 1. Thus the second s.s. degenerates at E2, and

à

p`q“k

Hp
hH

q
v pGpJ‚,‚qq “ HkpGF pI‚qq “ RkGF pAq

On the other hand, in each horizontal row, J‚,‚ is built from split s.e.s. of injectives whose cohomology gives

an injective relosution of HqpF pI‚qq “ RqF pAq, thus

Hp
vH

q
hpGpJ‚,‚qq “ Hp

vGpHq
hpJ‚,‚qq “ RpGpRqpF pAqqq

Comparing these two s.s. gives us the desired result.

The proof of the Thm also implies the following.

Corollary 3.3.3. If F : A Ñ B is left exact and 0 Ñ A Ñ K‚ is a resolution of A by F -acyclic objects, then

RiF pAq – HipF pK‚qq
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E.g. Acyclic resolutions are usually more handy. In algebraic topology we know that

H‚
singpX,Cq – R‚ΓXpCq

where X is a reasonable topological space and C is the constant sheaf.

When X is a smooth manifold, we have a resolution

0 Ñ C Ñ Ω‚
X pde Rham complexq

of C by ΓX -acyclic sheaves (Ω‚
X admits partition of 1 ). Thus the cohomology of the de Rham complex

R‚ΓXpCq – H‚pΓXpΩ‚
Xqq – H‚

singpX;Cq.

3.4 Lyndon-Serre-Hochschild spectral sequence

Let G be a discrete group and K a normal subgroup. Suppose A P kGMod. Then the functor

p´qG : A ÞÑ AG

is a left exact functor on kGMod (– HomGpk,´q, where k is equipped with the trivial G-action). Then there

is a functor isomorphism

p´qG “ pp´qKqG{K

The GSS specializes in this situation to the Lyndon-Hochschild-Serre s.s.

HppG{K,HqpK,MqqR ùñ Hp`qpG,Mq

Lemma 3.4.1.

(1) The abelian category kGMod has enough injectives.

(2) p´qK takes injective kG-modules to injective kpG{Kq-modules.

Proof. (sketch) Assume G is finite. Then kG is a self-injectie algebra. AnyM P kGMod admits an embedding

M Ñ kGbM , x ÞÑ p
ř

gPG gq b x. Further, as a kG-module, there is an isomorphism

kGbM
–

ÝÑ kGbM tr g b x ÞÑ g b g´1x

where M tr denotes M with the trivial G-action. The inverse map is given by

kGbM tr –
ÝÑ kGbM hb y ÞÑ hb hy

Thus kGbM is injective and kGMod has enought injectives.

Now, by this discussion, any injective module is a direct summand of kG‘r, r P N Y t8u. Thus it suffies to

show that pkGqK is an injective kG{K-module. This is clear since pkGqK “ kpG{Kq.
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This proof relies on that kG – pkGq˚ as G-modules when G is finite. In general, when |G| “ 8, one replaces

kGbM – pkGq˚ bM by HomkpkG,Mq. The proof can be adjusted accordingly.
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Chapter 4

Introduction to sheaves and their

cohomology

Andrei Rapinchuk

4.1 Introduction to Sheaves

4.1.1 Presheaf

Let X be a topological space.

Definition 4.1.1 (Presheaf). A Presheaf of sets, F on X consists of the following data:

a set FpUq for each open set U Ă X.a)

a map of sets, ρUV : FpUq Ñ FpV q for each open set V Ă U such that

• ρUU “ idF pUq,

• ρUW “ ρVW ˝ ρUV whenever W Ă V Ă U.

b)

The elements of FpUq are often called “sections of F over U”. This terminology is justified by the fact that

for a given presheaf F on X, one can construct a topological space F together with a local homeomorphism,

ϕ : F Ñ X (called the étale space of the presheaf F) such that when F is a sheaf (section 4.1.2), the set

FpUq can be naturally identified with the set of sections

ts : U Ñ F | s continuous and ϕ ˝ s “ idUu.

For an arbitrary presheaf, this provides one of the constructions of the sheafification of F . In this realization

the maps
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ρUV : FpUq Ñ FpV q are just the restriction maps. So, we will refer to ρUV as the restriction maps in the

completely general situation. The elements of FpXq are called global sections.

We now note that the definition of a presheaf can be reformulated using categorical language. Namely, given

a topological space X, we let OppXq denote the category whose objects are all the open sets U Ă X, and

whose morphisms are defined as follows: for U, V P ObpOppXqq,

HompV,Uq :“

$

&

%

ti : V Ñ Uupinclusionq if V Ă U,

ϕ otherwise.

Then giving a presheaf on X is precisely equivalent to giving a contravariant functor on OppXq with values

in the category of sets. From a more general perspective that we will use to discuss Grothendieck topologies,

a presheaf is just a contravariant functor defined on an arbitrary category. In this case, the notion of a sheaf

requires some important additional structures on that category, viz a system of coverings.

Another remark is that one can consider contravariant functors with values in the categories of abelian

groups, rings etc. In this case we talk about presheaf of abelian groups, rings etc. In the situation of

“classical” presheaves (i.e. contravariant functors on OppXq), this amounts to the requirement that FpUq

be an abelian group/ring for each open U Ă X, and the restriction maps ρUV : FpUq Ñ FpV q be group/ring

homomorphisms.

Let F ,G be presheaves on a topological space X with the values in a category C. We say that G is a

sub-presheaf of F if for every open set U Ă X, GpUq is a subset of FpUq, and for V Ă U , the restriction,

ρpGqUV is the restriction of ρpFqUV .

We typically assume that Fpϕq is a terminal object in our category; for example, for the category of sets,

Fpϕq is a 1-element set, for the category of rings, it is the zero ring etc.

Example 4.1.2. One of the most common examples, which actually serves as a prototype for many other

example: the presheaf of continuous functions. More precisely, let X be a topological space, and for any open

set U Ă X, we let FpUq denote the ring of all real (or complex) valued continuous functions f : U Ñ R (in

fact, one can consider continuous functions with values in any topological space). The restriction of functions

defines the restriction homomorphisms, ρUV : FpUq Ñ FpV q. By special definition, Fpϕq “ t0u.

If X is an open set of Rn, then quite similarly one defines the sheaf of smooth (differentiable) functions, and

if X is an open subset of C, one defines the sheaf of holomorphic functions, etc.

Example 4.1.3. Constant presheaf: Fix an object C in our category C and define FpUq “ C for every U Ă X

open, U ­“ ϕ, and Fpϕq “ T (terminal object). Furthermore, we define ρUV “ idC if V ­“ ϕ and ρUϕ to be the

unique morphism C Ñ T. It is easy to check that this defines a presheaf which is called the constant presheaf

on X with value C. One can think of the elements of F “ C as constant functions f : U Ñ C.

Example 4.1.4. (Pre)sheaf of locally constant functions: The previous example has the following useful gen-

eralization/variation. Let FpUq be the set of
::::::
locally

::::::::
constant

::::::::
functions f : U Ñ C (where C is a fixed object,

e.g. a fixed set). This means that every x P U has a neighborhood Ux Q x such that fpUxq “ tfpxqu (i.e

f is constant on Ux). Note that the restriction of a locally constant function to a smaller open set is also

locally constant, so we can define ρUV as the usual restriction maps, and get a presheaf. We note that locally

constant functions are continuous if C is given any toplogy (e.g. the discrete one). So the presheaf of locally
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constant functions can be viewed as a sub-presheaf of the presheaf of constant functions. Another remark is

that if C is an abelian group or a ring, then FpUq is also an abelian group or a ring (In particular, the sum

of two locally constant functions is a locally constant function).

Example 4.1.5. Presheaf of sections: Let π : Y Ñ X be a continuous map. For a nonempty open set U , a

section of π over U is a continuous map ϕ : U Ñ Y such that π ˝ϕ “ idU . Let FpUq be the set of all sections

of π over U. In general, it may happen that there are no sections. So, to avoid dealing with the empty set of

sections, we may want to assume that π admits a section over X. For ρUV , we then take the maps given by

the restrictions of sections.

Example 4.1.6. ”Skyscraper” presheaf: Let X be a topological space, and fix a point p P X. Let C be a set

(or a group, ring etc.). Let us define

FpUq :“

$

&

%

C if p P U,

t˚u otherwise,

here t˚u denotes a terminal object. Furthermore, for V Ă U , let us define

ρUV “ idC if p P V Ă U,a)

ρUV “ unique morphism C Ñ t˚u if p P UzV,b)

ρUV “ idt˚u if p R U.c)

Intuitively, F is “concentrated” at p- this will have a more precise meaning/expression when we define the

stalks.

Example 4.1.7. A particularly important example for us comes from algebraic geometry. Let K be an

algebraically closed field, V Ă An be an irreducible affine algebraic set, KrV s be the ring of regular functions

on V , i.e. KrV s “ Krx1, x2, ¨ ¨ ¨ , xns{IpV q, where IpV q Ă Krx1, x2, ¨ ¨ ¨ , xns is the ideal of all the polynomials

that vanish on V, KpV q be the field of rational functions on V (i.e. field of fraction of KrV s). We consider

V as a topological space equipped with the Zariski topology. We say f P KpV q is regular at p P V if there

exist a representation, f “
gp
hp

with gp, hp P KrV s and hpppq ­“ 0.

For an open set U Ă An, we let FpUq denote the set of all rational functions that are defined at all the

points p P U . Then for V Ă U we have that FpUq Ă FpV q, so for ρUV we just take the inclusion maps. This

creates a presheaf which is historically known as the structure sheaf. It can be explicitly calculated at so called

“principal” or “distinguished” open sets. More precisely, let f P KrV s and

Dpfq :“ tp P V | fppq ­“ 0u,

then

FpV q :“ KrV sf (localization).

This generalizes to arbitrary commutative rings. Let R be a commutative ring with 1. Let X “ SpecpRq be

the set of all prime ideals of R (so called prime spectrum of R). One can equip X with a topology which is

similar to the Zariski topology. For one thing, it admits basis consisting of distinguished open sets: for f P R,

Dpfq :“ tp P SpecpRq|p S fu.
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Then one can define a presheaf (actually, a sheaf) on X, called the structure sheaf of an affine scheme

SpecpRq, which is uniquely defined by

FpDpfqq :“ Af (localization).

Definition 4.1.8. Let F and G be presheaves on a topological space X with values in a category C. A

morphism of presheaves, ϕ : F Ñ G is a family of morphisms (in C), ϕU : FpUq Ñ GpUq, one for each open

set U Ă X such that for open V Ă U , we get the following commutative diagram.

FpUq GpUq

FpV q GpV q

ρpFq
U
V ρpGq

U
V

ϕU

ϕV

p˚q

Remark 1. Viewing presheaves as contravariant functors, OppXq Ñ C, we see that morphisms of presheaves

are simply natural transformations of functors.

Presheaves on X and their morphisms form a category denoted by PshpXq.

Let ϕ : F Ñ G be a morphism of sheaves of abelian groups.then then commutativity of p˚q implies that for

V Ă U , we have

ρpFqUV pkerϕU q Ă kerϕV ,

and

ρpGqUV pimϕU q Ă imϕV .

This means that we obtain new presheaves K and I defined by KpUq “ kerϕU and IpUq “ imϕU which are

called the kernel presheaf and the image presheaf. Clearly, K is a subpresheaf of F , and I is a subpresheaf

of G.

4.1.2 Sheaf

One of the features of continuous functions is that they can be glued from local information. In the simplest

case, if U “ U1 Y U2 (U,U1, U2 open sets), then given any continuous function f : U Ñ R is equivalent to

giving continuous functions f1 : U1 Ñ R and f2 : U2 Ñ R such that f1|U1XU2 “ f2|U1XU2 . In other words,

here the “local” data, subject to some natural compatibility conditions, can be glued into the global data.

This kind of condition is precisely what distinguishes a sheaves from arbitrary presheaves.

Definition 4.1.9. A presheaf F on a topological space X is called a
::::
sheaf if every open set U Ă X and

every open covering U “ YαPIUα, the following condition holds.

If s, t P FpUq and ρUUαpsq “ ρUUαptq for all α P I, then s “ t.a)

Given sα P FpUαq for all α P I such that ρUαUαXUβ
psαq “ ρ

Uβ
UαXUβ

psβq then there exist an s P FpUq such

that ρUUαpsq “ sα for all α P I.

b)

(Note that according to a), the element s P FpUq in b) is unique. )
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If F is a presheaf of abelian groups, then aq can be restated as follows: If s P FpUq and ρUUαpsq “ 0 for all

α P I, then s “ 0. In this case, both the requirements can be stated together as the exactness of the following

sequence.

0 Ñ FpUq Ñ
ź

αPI

FpUαq Ñ
ź

α,βPI

FpUα X Uβq.

The exactness is understood in the following sense: the map

FpUq Ñ
ź

αPI

FpUαq

is given by the product of the restrictions,

ρUUα : FpUq Ñ FpUαq,

identifies FpUq with the subgroup consisting of those elements on which the two arrows coincide (equalizer).

These arrows are given by

pfαq ÞÑ ρUαUαXUβ
pfαqpα,βq,

and

pfαq ÞÑ ρ
Uβ
UαXUβ

pfβqpα,βq.

In this form, the sheaf requirements easily generalize, for example, to the sheaves for Grothendieck topologies.

Terminology 1. Terminology Presheaves satisfying a) are called separated. Axiom b) is often called

gluing axiom.

Example 4.1.10. Let X and Y be topological spaces, and let F be the presheaf of Y -valued continuous

functions i.e. for an open U Ă X,

FpUq “ tf : U Ñ Y continuousu

with ρUV defined in terms of restrictions of functions. We previously noted that F is a presheaf, but actually

it is a sheaf. Indeed, let U “ YαPIUα be an open covering of an open set, U Ă X, and let f, g : U Ñ Y

be continuous functions. The fact that ρUUαpfq “ ρUUαpgq means that fpxq “ gpxq for all x P Uα. Since

Uα’s cover U, we obtain that fpxq “ gpxq for all x P U i.e. f “ g. Now, given fα : Uα Ñ Y such that

ρUαUαXUβ
pfαq “ ρ

Uβ
UαXUβ

pfβq, we can define f : U Ñ Y by letting fpxq “ fαpxq if x P Uα. The compatibility

condition tells us that fαpxq “ fβpxq if x P Uα X Uβ , so f is well-defined. Furthermore, f is also continuous

because for an open set V Ă Y we have

f´1pV q “
ď

αPI

f´1
α pV q,

and for each α, the set f´1
α pV q is open in Uα, hence in U.

Example 4.1.11. It is easy to see that sub-presheaves of sheaves are automatically separated but they may

not satisfy the gluing axiom. For example, let X “ R and F be the sheaf of continuous R-valued functions.

Let G be the sub-presheaf of bounded continuous functions i.e. for U Ă R, open,

GpUq “ tf : U Ñ R | f continuous and boundedu.
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Consider the open covering of U “ R by Un “ pn ´ 1
3 , n ` 4

3 q for n P Z, and let fn : Un Ñ R be given by

fnpxq “ x. Clearly fn P GpUnq and ρUnUnXUm
pfnq “ ρUmUnXUm

pfmq but there is NO bounded function f : R Ñ R
such that ρUUnpfq “ fn for all n.

Example 4.1.12. Constant presheaf often fails to be a sheaf. Indeed, suppose X has two nonempty open

sets U1, U2 such that U1 X U2 “ ϕ, and let C be a set of cardinality ě 2. Pick c1, c2 P C such that c1 ­“ c2

and consider fi P FpUiq (where F is the constant presheaf) that corresponds to ci i.e. fi : Ui Ñ C such that

fipxq “ ci for all x P Ui. Since U1 X U2 “ ϕ, we have FpU1 X U2q “ t˚u (terminal element), and therefore

ρU1

U1XU2
pf1q “ ρU2

U1XU2
pf2q.

On the other hand, there is now f P FpUq such that ρUUipfq “ fi because if the value of f on U is c, then the

values on U1 and U2 will also be c (since the restriction maps are the identity maps). Then c1 “ c “ c2, a

contradiction.

Let now F be the presheaf of locally constant functions. Then given an open subset U Ă X, an open covering

U “ YαPIUα, and locally constant functions fα P FpUαq such that

ρUαUαXUβ
pfαq “ ρ

Uβ
UαXUβ

pfβq for all α, β P I.

As we have seen in the example of the (pre)sheaf of continuous functions, there exists a function, f : U Ñ C,

such that f |Uα “ fα. This function is automatically locally constant, for any x P U belongs to some Uα.

Since fα is locally constant, there exists x P Vx Ă Uα such that fαpVxq “ tfpxqu. But then Vx is open in

U and fpVxq “ fαpVxq “ tfpxqu. Thus, the presheaf of locally constant functions is a sheaf. A bit later we

will describe the connection between the presheaves of constant and locally constant functions in more precise

terms.

Example 4.1.13. The skyscraper presheaf: Recall the definition: Let X be a topological space, and fix a point

p P X. Let C be a set (or a group, ring etc.). Let us define

FpUq :“

$

&

%

C if p P U,

t˚u otherwise,

here t˚u denotes the terminal object. And, for V Ă U , let us define

ρUV “ idC if p P V Ă U,a)

ρUV “ unique morphism C Ñ t˚u if p P UzV,b)

ρUV “ idt˚u if p R U.c)

Let us show that F is a sheaf. Let U Ă X be an open set with an open covering U “ YαPIUα. Let s, t P F be

such that ρUUαpsq “ ρUUαptq for all α P I.

Case 1. p R U. Then FpUq “ t˚u, and for any α P I, FpUαq “ t˚u, with ρUUα being the identity maps of t˚u.

Then ρUUαpsq “ ρUUαptq implies that s “ t.

Case 2. p P U. Then p P Uα for some α P I, in which case ρUUα is idC . Again ρUUαpsq “ ρUUαptq implies that

s “ t.
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Suppose we are given fα P FpUαq such that

ρUαUαXUβ
pfαq “ ρ

Uβ
UαXUβ

pfβq (4.1)

If p R U, then FpUq “ FpUαq “ FpUαXUβq “ t˚u for all α, β P I with the restriction maps being the identity

maps. So, (4.1) tells us that all fα P t˚u are equal, and their common element gives a required element of

FpUq “ t˚u.

Suppose now that p P U. Then p P Uα for some α P I. Let f “ fα P C. It follows from (4.1) that f “ fβ for

any β such that p P Uβ . This means that f is as required.

Definition 4.1.14. Let F and G be sheaves on a topological space X. A morphism, ϕ : F Ñ G, is simply a

morphism of the underlying presheaves. An isomorphism is a morphism that has a 2-sided inverse.

Sheaves and morphisms of sheaves on a topological space X with values in a category C form a category

denoted by ShpXq or ShpX, Cq. It follows from the above definition that it is a full subcategory of the

category PshpXq.

Some constructions on presheaves when applied to sheaves, result in sheaves and some do not. Here is one

example when they do.

Lemma 4.1.15. Let ϕ : F Ñ G be a morphism of sheaves of abelian groups on a topological space X. Then

the kernel presheaf defined by KpUq “ kerpϕU : FpUq Ñ GpUqq is a sheaf.

Proof. Being a subpresheaf of a sheaf, KpUq is separated, i.e. satisfies axiom a) of a sheaf. Let us now verify

axiom b). Let U Ă X be an open set with an open covering U “ YαPIUα, and kα P KpUαq be such that

ρUαUαXUβ
pkαq “ ρ

Uβ
UαXUβ

pkβq for all α, β P I. (Note that ρpKqUV “ ρpFqUV for any V Ă U .) Using the fact that F
is a sheaf, we conclude that there exists k P FpUq such that ρUUαpkq “ kα for all α.We only need to show that

k P KpUq, i.e. ϕU pkq “ 0 P GpUq. For this we observe that for any α P I we have the following commutative

diagram

FpUq GpUq

FpUαq GpUαq

ρpFq
U
Uα

ρpGq
U
Uα

ϕU

ϕUα

Since ρUUαpkq “ kα P KpUαq, we conclude that

ρpGqUUαpϕU pkqq “ 0.

This being true for all α, we see that ϕU pkq “ 0 since G is a sheaf.

We will now examine the situation with the image/quotient.

Example 4.1.16. Let X “ S1 (unit circle). Let F (resp. G) be the presheaf on X of continuous functions

with values in R (resp X) i.e. for U Ă X, open

FpUq “ tf : U Ñ R continuousu
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and

GpUq “ tg : U Ñ X continuousu

Note that these are sheaves of abelian groups (note that X has a natural group structure). Furthermore, let

ϕ : F Ñ G be a morphism of sheaves (of abelian groups) given by ϕU : FpUq Ñ GpUq, ϕU pfq “ e2πifpxq. The

kernel sheaf is given by

KpUq “ tf : U Ñ Z continuousu.

Then image presheaf is given by

IpUq “ imϕU » FpUq{KpUq.

We note that given any presheaf of abelian groups and its subpresheaf, one can always from the quotient

presheaf. In this example, we will show that image presheaf is NOT a sheaf, which will also show that

quotient of a sheaf by its subpreheaf may not be a sheaf.

First, we observe that every function in IpXq defines a closed curve in X which is homotopic to a point. This

implies that the identity function g : X Ñ X, gpxq “ x, is not in IpXq. On the other hand, let us consider

the following open subsets,

U1 U2

and let gi “ g|Ui. Since each Ui is simply connected, it can be lifted to the universal cover R Ñ S1:

R S1

Ui,

which implies that gi P IpUiq. Clearly, g1 and g2 agree on U1 X U2 (because they are the restrictions of the

same function g), and U1 Y U2 “ X, but there is no function in IpXq with the restrictions g1 and g2. Thus

I is NOT a sheaf. (Philosophically, the reason is that ”to belong to the image” is not a local property.)

This example seems to destroy completely any hopes to make the category of, say, the sheaves of the abelian

groups on a topological spaces into an abelian category (which is needed to do homological algebra) as we

do have kernels but not the cokernels. However, there is a way around this problem. More precisely, there is

a natural procedure that attaches a sheaf to every presheaf; this procedure is called sheafification.

Theorem 1. For any presheaf F on a topological space X, there exists a sheaf F` together with a morphism

of presheaves, θ : F Ñ F` such that for any sheaf G and a morphism ϕ : F Ñ G, there exists a unique

morphism ψ : F` Ñ G such that the following diagram commutes.

F G

F`.

ϕ

θ ψ
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The sheaf F`, which is defined uniquely up to an isomorphism, is called the sheaf associated with the presheaf

F , or the sheafification of F .

Remark 2. 1) We will review two constructions of sheafification - one is based on the consideration of the

etale space of a presheaf, which does not apply to the sheaves for Grothendieck topologies ; the other employs

the Cech Ȟ0, which does apply to the sheaves for Grothendieck topologies.

2) If F is a presheaf of abelian groups etc., then F` is a sheaf of abelian groups etc., and θ is a morphism

of presheaves of abelian groups.

3) There is one very important property, which does not follow from the universal property, but is a conse-

quence of the construction(s). This property says that for every x P X, we have an isomorphism of stalks:

θx : Fx Ñ F`
x . We will define stalks in the next section. This property is fundamental for controlling F`,

whose construction is not very tractable.

Another important point is that the construction of sheafification is functorial. More precisely, let F1 Ñ F2

be a morphism of presheaves. Consider the composition F1 Ñ F2 Ñ F`
2 , which is a morphism of of F1 to the

sheaf F`
2 . Using the universal property, we obtain a morphism F`

1 Ñ F`
2 such that the following diagram

commute.
F1 F2

F`
1 F`

2

This implies that sheafification defines a functor S : PshpXq Ñ ShpXq. Furthermore, the universal property

implies that there is a bijection,

MorShpXqpF`,Gq » MorPshpXqpF ,Gq, ψ Ø ϕ.

Moreover, this bijection is natural in the sense that given a morphism of presheaves, α : F1 Ñ F2, and the

corresponding morphism of sheaves, α` : F`
1 Ñ F`

2 , the diagram

MorShpXqpF`
1 ,Gq MorPshpXqpF1,Gq

MorShpXqpF`
2 ,Gq MorPshpXqpF2,Gq,

α`
˚

α˚

»

»

α˚pfq :“ f ˝ α, commutes. This can be rewritten as a natural bijection

MorShpXqpSF ,Gq » MorPshpXqpF , TGq,

where S : PshpXq Ñ ShpXq is the sheafification, and T : ShpXq Ñ PshpXq is the embedding. This means

that the sheafification is the left adjoint of the embedding functor.
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4.2 Limits and Stalks

We will deal with direct limits which are known as colimits in the category setting. We will begin with

categorical definition, which is indispensable for Grothendieck topologies, and then specialize in our setting.

Let I and C be categories. Then to each X P ObC, we can associate the constant functor, cX : I Ñ C, that
takes every object of I to X, and every morphism to identity morphism on X. Note that any morphism

X Ñ Y in C induces a natural transformation cX Ñ cY .

Let F : I Ñ C be a functor. We can construct the following covariant functor.

C Ñ Sets,

X ÞÑ HompF , cXq.

If this functor is representable, then representing object is called the colimit (or direct limit) of F and denoted

by lim
ÝÑ

F . Thus, we are supposed to have a bijection

HompF , cXq » Homplim
ÝÑ

F , Xq, (4.2)

for every object X P C, which is natural in X.

Let us unscramble this definition. To give a morphism (natural transformation), F Ñ cX means to give a

morphism (in C), Fpiq Ñ X for each i P ObpIq so that for each morphism α : i Ñ j in I, the diagram

Fpiq

X

Fpjq

Fpαq

commutes. In particular, taking X “ lim
ÝÑ

F and the identity morphism in the right-hand side of (4.2), we see

that for each i P I, there is a morphism Fpiq Ñ lim
ÝÑ

F . Furthermore, for every morphism α : i Ñ j in I, the
diagram

Fpiq

lim
ÝÑ

F X

Fpjq

Fpαq

commutes for any X P ObpCq and any morphism F Ñ cX . When working with classical (pre)sheaves, we

will only deal with the situation where I is a subcategory of OppXq. In turn, OppXq is a particular case of

categories attached to partially ordered sets.

So, let I be a partially ordered set with order (or preorder) relation ď (we only need reflexively and tran-

sitivity). When dealing with colimits (direct limits), we almost always assume that I is filtered or directed,

which means that for every i, j P I, there exists a k P I with the property i, j ď k.
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One can associate with I a category I by taking ObpIq “ I, and for i, j P I we define

Hompi, jq “

$

&

%

ι : i Ñ j if i ď j

ϕ otherwise.

We note that we recover OppXq from this construction by taking for I the set of all open subsets of X, and

ordering I by reverse inclusion. Then to give a functor F : I Ñ C means to give an object Fpiq “: Ai for

each i P I, and morphisms τ ji : Ai Ñ Aj whenever i ď j, so so that the following properties hold: τ ii “ idAi ,

and τki “ τkj ˝ τ ji whenever i ď j ď k. This is called a direct (inclusion) system indexed by I.

We also give the following definition of morphisms of direct systems (that comes from functors G : I Ñ I 1 and

natural transformations between F and F 1 ˝ G): If tA1
i1 ui1PI1 , then a morphism of direct systems tAiuiPI Ñ

tA1
i1 ui1PI1 consists of an order-preserving map ψ : I Ñ I 1, and for each i P I, a morphism ψi : Ai Ñ A1

ψpiq

such that for all i ď j, the following diagram commutes.

Ai A1
ψpiq

Ai A1
ψpiq

τji

ψpiq

τ
1ψpjq

ψpiq

ψpjq

We will now restate the definition of colimit in this setup.

Definition 4.2.1. Let tAiuiPI be a direct system in a category C. A direct limit of tAiuiPI consists of

an object A “ lim
ÝÑ

A of C,a)

a family of morphisms σi : Ai Ñ A for all i P I such that the following diagramb)

Ai Aj

A

σi

τji

σj

commutes for all i ď j, such that whenever we have an object B, and a family of morphisms θi : Ai Ñ B

such that the following diagram

Ai Aj

B
θi

τji

θj

commutes for all i ď j, there exists a unique morphism θ : A Ñ B such that

Ai Aj

A

B

θi

σi

τji

σj

θj
θ

commutes.
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We will address the existence of the direct limit in some important situations below, but first we would like

to make the following remark. Let tAi, τ
j
i ui,jPI and tA1

i, τ
1j
i ui1,j1PI1 be two direct systems, and let tAiuiPI Ñ

tA1
iui1PI1 be a morphism between these direct systems. If the direct limits A “ lim

ÝÑ
Ai and A

1 “ lim
ÝÑ

A1
i exist,

then the above morphism of direct systems gives rise to a morphism A Ñ A1. Indeed, for each i P I, we can

consider

θi : Ai A1
ψpiq A1,

ψi σ1
ψpiq

we then have the following commutative diagram.

Ai A1
ψpiq

A1,

Aj A1
ψpjq

τji

ψi

τ
ψpjq

ψpiq

σ1
ψpiq

ψj
σ1
ψpjq

which implies the commutativity of

Ai Aj

A1.

θi

τji

θj

Then the existence of θ : A Ñ A1 follows from the universal property.

Before continuing our discussion of limits, we would like to point out how this construction applies to

presheaves.

Let F be a presheaf on the topological spaceX, and p P X. We let Ip denote thge set of all open subsets U Ă X

such that p P U. We order Ip by reverse inclusion, i.e. U ď V iff V Ă U . In this case, there is the restriction

map ρUV : FpUq Ñ FpV q. Set τVU “ ρUV . Then tFpUq, τVU uU,V PIp is a direct system. Its limit lim
ÝÑ

FpUq, if

exists, is called the stalk of F at p and denote by Fp. Now, let α : F Ñ G be a morphism of presheaves on

X, and fix p P X. Then α obviously induces a morphism of the direct systems tFpUquUPIp Ñ tGpUquUPIp ,

and hence a morphism of stalks αp : Fp Ñ Gp.

Construction: First, let us discuss the existence of direct limits of direct systems of sets. Let tAiuiPI be a

direct system of sets. Let

A “
ğ

iPI

Ai (disjoint union).

Define a relation „ on A by declaring that a P Ai is equivalent to b P Aj if there exists k ě i, j such that

τki paq “ τkj pbq.

It is easy to check that „ is an equivalence relation. Indeed, we have τ ii paq “ τ ii paq, i.e. a „ a (reflexive). If

a „ b, then there exists k ě i, j such that τki paq “ τkj pbq, so τkj pbq “ τki paq and therefore b „ a (symmetric).

Now, suppose a „ b and b „ c P Ak. This means that there exist l ě i, j, and m ě j, k such that

τ li paq “ τ ljpbq and τmj pbq “ τmk pcq.
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Since I is filtered, we can find n P I such that n ě l,m. Applying τnl to the first equality and τnm to the

second, we obtain

τni paq “ τnj pbq “ τnk pcq,

implying that a „ c.

Let A “ A{ „ . Define σi : Ai Ñ A Ñ A. Then for any a P Ai and j ě i, we have a „ τ ji paq by definition of

our equivalence relation (τ ji paq “ τ jj pτ ji paqq). This means that the diagram

Ai Aj

A

σi

τji

σj

commutes. Now, suppose there is a set B and maps θi : Ai Ñ B such that the diagram

Ai Aj

B
θi

τji

θj

commutes. Then, there is a unique map θ̃ : A Ñ B that restricts to θi on each Ai, and we only need to show

that this map factors through the equivalence relation. So suppose a P Ai is equivalent to b P Aj , i.e. there

exists k ě i, j such that

τki paq “ τkj pbq

θipaq “ θkpτki paqq “ θkpτkj pbqq “ θjpbq.

It follows that θ̃ factors through θ : A Ñ B, verifying the universal property.

Next, let us show that direct limits exist in other categories such as the category of groups, the category

of rings, etc. For example, let tAi, τ
j
i u be a direct system in the category of groups. Let A “ lim

ÝÑ
Ai

be the direct limit of the direct system of underlying sets. Let us endow A with a group structure as

follows. Let ras, rbs P A{ „ be two classes with a P Ai and b P Aj . Find k P I such that k ě i, j. Then

ras “ rτki paqs, rbs “ rτkj pbqs. and we declare

rasrbs “ rτki paqτkj pbqs.

One checks that this operator is well-defined, i.e. is independent of the choice k (for this we need to use that

τml are group homomorphisms) and makes A into a group.

Returning to stalks of presheaves, we see from the above construction that given a presheaf of sets F on a

topological space X and a point p P X, the stalk Fp consists of the equivalence classes of sections f P FpUq

over some open neighborhood U of p, and two sections f1 P FpU1q and f2 P FpU2q are considered equivalent if

there exists V Ă U1 XU2 such that ρU1

V pf1q “ ρU2

V pf2q. (If we think about the elements of FpUq as “functions”

on U then the equivalence class is precisely what is known as the germ of a function.) Next, for every open
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neighborhood U of p there is a natural map FpUq Ñ Fp, and for U Ą V Q p, the following diagram commutes.

FpUq

Fp

FpV q

ρUV

If F is a presheaf of groups, rings, etc., then Fp is also a group, ring, etc.

Now, let ϕ : F Ñ G be a morphism of presheaves on X, and p P X. Then ϕ defines a morpsism of direct

systems tFpUquUQp Ñ tGpUquUQp, which results in a map of stalks ϕp : Fp Ñ Gp. It follows from the

construction of this map that for any U Q p, the following diagram commutes.

FpUq GpUq

Fp Gp.

ϕU

ϕp

Let X be a topological space.

Example 4.2.2. Constant presheaf: Here FpUq “ C(a fixed set) for every open U Ă X,U ­“ H. Then

clearly, for any p P X, the stalk Fp is naturally identified with C.

Example 4.2.3. Locally constant presheaf: Let F be the (pre)sheaf of locally constant functions on X with

the value set C. We claim that in this case the stalk Fp at every point p P X is C. For this, let us first

show that f P FpUq and g P FpV q where U, V are open neighborhoods of p, are equivalent, i.e. give the same

element of Fp, if and only if fppq “ gppq. Indeed, if f „ g then f |W “ g|W for some open W Ă U X V ; in

particular, fppq “ gppq. Conversely, suppose that fppq “ gppq. Since f and g are locally constant, there exist

p P W Ă U X V such that fpW q “ tfppqu “ tgppqu “ gpW q. It follows that f |W “ g|W , so f „ g. Thus, the

maps

FpUq Ñ C, f ÞÑ fppq

for open U Ă X,U Q p, induce a well-defined map

Fp “ lim
ÝÑ
UQp

FpUq Ñ C

that yields an identification Fp » C. Note that the stalks here are the same as for the constant presheaf - we

will see that this is NOT a coincidence.

Example 4.2.4. The skyscraper sheaf: Fix x P X; then the corresponding skyscraper sheaf with the value C

is defined by

FpUq “

$

&

%

C if x P U

t˚u otherwise

For p “ x, we clearly have Fp “ C. Let us identify Fp at an arbitrary point p. There are two cases to

consider.

Case 1. p P txu. Then every neighborhood of p contains x, hence FpUq “ C. Clearly, in this case Fp “ C
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Case 2. p R txu. In this case, there exists a neighborhood U Q p that does not contain x, and hence

FpUq “ t˚u. In this case, any f P FpV q for an open neighborhood V Q p, is equivalent to t˚u, so Fp “ t˚u.

In particular, if x is a closed point then Fx “ C and Fp “ t˚u for any p ­“ x.

Example 4.2.5. Local rings of points: Let V Ă Kn be an irreducible algebraic set, i.e. for a Zariski-open

U Ă V , we have

OV pUq “ tf P KpV q | f is defined at every point p P Uu

Fix p P V . Then OV,p “ lim
ÝÑ

OV pUq is simply the union (taken in KpV q) of all OV pUq for all open neighbor-

hoods U of p. By definition, f P KpV q is defined at p if there is a presentation

f “
gp
hp

with gp, hp P KrV s and hpppq ­“ 0. Clearly, if f is defined at p then f is defined on the neighborhood

Dphpq “ tx P V |hppxq ­“ 0u. So, as a result, OV,p “ ring of functions defined at p. On the other hand, it

follows immediately from this definition that the ring of functions defined at p is precisely the localization of

KrV s with respect to the maximal ideal mp Ă KrV s of functions that vanish at p. Thus, in this case, the

stalk OV,p coincides with what we call the local ring of of the point p; in particular, it is a local ring.

Some basic theorems. Let F be a presheaf on a topological space X. For any open U Ă X and any x P U,

we have a natural map ρUx : FpUq Ñ lim
ÝÑV Qx

FpV q “ Fx that sends every f P FpUq to the corresponding

equivalence class (i.e. its
::::
germ). As the next statement shows, sections of sheaves are determined by their

germs.

Lemma 4.2.6. Let F be a
::::
sheaf on a topological space X. Then for any open set U Ă X, the map

ź

xPU

ρUx : FpUq Ñ
ź

xPU

Fx

is injective.

Proof. Let s, t P FpUq such that ρUx psq “ ρUx ptq. Then for each x P U , there exists an open neighborhood

x P Ux such that ρUUxpsq “ ρUUxptq. Applying the separation axiom to the covering

U “
ď

xPU

Ux,

we obtain that s “ t.

Next, let us show that morphisms of sheaves are also determined by what they do on the stalks. Let us recall

that given a morphism of presheaves ϕ : F Ñ G, for any x P X there is a morphism of stalks ϕx : Fx Ñ Gx.
In fact, for any open U Ă X and any x P U , the diagram

FpUq GpUq

Fx Gx

ρpFq
U
x ρpGq

U
x

ϕU

ϕx

p˚q

is commutative.
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Lemma 4.2.7. Let X be a topological space, and F be a presheaf of sets, and G be a sheaf of sets on X. If

ϕ1, ϕ2 : F Ñ G

are two morpshisms of presheaves such that ϕ1,x “ ϕ2,x for all x P X (as morphism Fx Ñ Gx) then ϕ1 “ ϕ2.

Proof. We need to show that ϕ1,U “ ϕ2,U as morphisms FpUq Ñ GpUq for every open U Ă X. Let s P FpUq.

Then it follows from p˚q that

ρpGqUx pϕ1,U psqq “ ϕ1,xpρpFqUx psqq and

ρpGqUx pϕ2,U psqq “ ϕ2,xpρpFqUx psqq

so it follows from the assumption that ϕ1,x “ ϕ2,x that

ρpGqUx pϕ1,U psqq “ ρpGqUx pϕ2,U psqq

Since G is a sheaf, we conclude that ϕ1,U psq “ ϕ2,U psq, as required.

Proposition 4.2.8. Let ϕ : F Ñ G be a morphism of presheaves on a topological space X. The following

statements hold:

(1) The map ϕx : Fx Ñ Gx is injective for all x P X if and only if ϕU : FpUq Ñ GpUq is injective for all

open U .

(2)Assume that both F and G are sheaves. Then ϕx are bijections for all x P X if and only if ϕU are bijections

for all open U Ă X.

Proof. (1) Suppose the ϕx are injective for all x P X. Let s, t P FpUq and assume that ϕU psq “ ϕU ptq. Then

for any x P U , we have

ρpGqUx pϕU psqq “ ρpGqUx pϕU ptqq,

hence

ϕxpρUx pFqpsqq “ ϕxpρUx pFqptqq.

Since ϕx is injective, we conclude that ρpFqUx psq “ ρpFqUx ptq for all x P U , and therefore s “ t since F is a

sheaf.

Conversely, suppose that all the ϕU are injective. Let sx, tx P Fx and ϕxpsxq “ ϕxptxq. By definition of the

stalk, we can find open neighborhood U Q x and sU , tU P FpUq such that

sx “ ρUx psU q and tx “ ρUx ptU q.

The fact, that ϕxpsxq “ ϕxptxq means that ϕU psU q “ ϕU ptU q have the same restriction to some smaller

neighborhood V of x. Then

ϕV pρUV psU qq “ ρUV pϕU psU qq “ ρUV pϕU ptU qq “ ϕV pρUV ptU qq.

Since ϕV is injective, we obtain ρUV psU q “ ρUV ptU q. But sU and ρUV psU q, and tU and ρUV ptU q define the same

elements in the stalk, so sx “ tx.
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(2) If all ϕU are bijective, then all ϕx are clearly bijective. For the reverse implication, the injectivity of ϕU

follows from (1), so we only need to establish the surjectivity. Let t P G. For x P U , since ϕx is surjective, we

can find sx P Fx such that

ϕxpsxq “ ρpGqUx ptq.

In turn, sx “ ρpFqUxx psUxq for some open neighborhood Ux Q x and some sUx P FpUxq. Then

ρpGqUxx pϕUxpsUxqq “ ρpGqUx ptq.

This means that there exists an open neighborhood Ux Ą Vx Q x such that for sVx “ ρpFq
Ux
Vx

psUxq, we have

that

ϕVxpsVxq “ ρpGqUVxptq. p˚q

This proves the possibility of “local lifting”. To complete the proof, we will now show that the elements

sVx P Fx on the open cover U “
Ť

xPU Vx can be glued together to obtain s P U such that ϕU psq “ t. For

this, we need to check the compatibility condition in the gluing axiom, i.e. for any x1, x2 P U we have

ρpFq
Vx1
Vx1XVx2

psVx1 q “ ρpFq
Vx2
Vx1XVx2

psVx2 q.

Since ϕVx1XVx2
is injective, it is enough to check that

ϕVx1XVx2
pρpFq

Vx1
Vx1XVx2

psVx1 qq “ ϕVx1XVx2
pρpFq

Vx2
Vx1XVx2

psx2
qq,

which is equivalent to

ρpGq
Vx1
Vx1XVx2

pϕVx1 psVx1 qq “ ρpGq
Vx2
Vx1XVx2

pϕVx2 psVx2 qq

But the latter holds in view of p˚q - both sides are equal to ρUVx1XVx2
ptq. By the gluing axiom there exists

s P FpUq such that ρUVxpsq “ sVx for all x P X. Then ρpGqUVxpϕU psqq “ ρpGqUVxptq for all x P U and therefore

ϕU psq “ t by the separation axiom.

We will next consider the stalks as they relate to exact sequences. This discussion will lead us to the definition

of an exact sequence of sheaves of abelian groups. We begin by recalling the well-known exactness of property

of direct limits.

Let I be a filtered set, and suppose we have direct systems of abelian groups

A “ tAi, τpAq
j
i u, B “ tBi, τpBq

j
i u and C “ tCi, τpCq

j
i u.

Furthermore, let ϕ : A Ñ B and ψ : B Ñ C be morphisms of direct systems corresponding to the identity

map of I such that the sequence

A
ϕ

ÝÑ B
ψ

ÝÑ C

is exact, which means that for each i we have an exact sequence

Ai
ϕi

ÝÑ Bi
ψi

ÝÑ Ci,
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and for i ď j the diagram

Ai Bi Ci

Aj Bj Cj

ϕi ψi

ϕj ψj

τpAq
j
i τpBq

j
i τpCq

j
i

commutes. As we have seen before the morphisms ϕ and ψ induce morphisms between direct limits

lim
ÝÑ

Ai
Φ

ÝÑ lim
ÝÑ

Bi and lim
ÝÑ

Bi
Ψ

ÝÑ lim
ÝÑ

Ci.

Theorem 2. The sequence

lim
ÝÑ

Ai
Φ

ÝÑ lim
ÝÑ

Bi
Ψ

ÝÑ lim
ÝÑ

Ci

is exact.

Proof. By our assumption, for each i we have ψi ˝ ϕi “ 0, which implies that Ψ ˝ Φ “ 0, hence imΦ Ă kerΨ.

So, we only need to establish the reverse inclusion. Let b P kerΨ. Then b is represented by some bi P Bi such

that ψipbiq defined the zero element of lim
ÝÑ

Ci. This means that there exists j ě i such that

τpCq
j
i pψipbiqq “ 0.

Then

ψjpτpBq
j
i pbiqq “ 0,

and consequently, there exists aj P Aj such that

τpBq
j
i pbiq “ ϕjpajq.

Let a denote the image of aj in lim
ÝÑ

Ai. Since τpBq
j
i pbiq defines the same element of lim

ÝÑ
Bi as bi, i.e. b, we

obtain that Φpaq “ b as required.

Corollary 4.2.9. If the sequences

0 Ñ Ai Ñ Bi Ñ Ci Ñ 0

are exact for all i, then the sequence

0 Ñ lim
ÝÑ

Ai Ñ lim
ÝÑ

Bi Ñ lim
ÝÑ

Ci Ñ 0

is also exact.

Now, let us connect this with presheaves.

Definition 4.2.10. Let F ,G andH be presheaves on a topological spaceX, and let ϕ : F Ñ G and ψ : G Ñ H
be morphisms of presheaves. We say that the sequence

F ϕ
ÝÑ G ψ

ÝÑ H

is exact in the category of presheaves PshpXq of abelian groups on X if the sequence

FpUq
ϕU

ÝÝÑ GpUq
ψU

ÝÝÑ HpUq
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is exact for all open U Ă X.

Corollary 4.2.11. Let F ϕ
ÝÑ G ψ

ÝÑ H be an exact sequence of presheaves of abelian groups. Then for each

x P X, the sequence Fx
ϕx

ÝÝÑ Gx
ψx

ÝÝÑ Hx is exact. Consequently, if the sequence

0 ÝÑ F ϕ
ÝÑ G ψ

ÝÑ H ÝÑ 0

is exact in PshpXq, then the sequence

0 ÝÑ Fx
ϕx

ÝÝÑ Gx
ψx

ÝÝÑ Hx ÝÑ 0

is exact for all x P X.

We use this statement to define the exactness in the category of sheaves.

Definition 4.2.12. We say that a sequence

F ϕ
ÝÑ G ψ

ÝÑ H

of sheaves of abelian groups is exact if the sequence of stalks

Fx
ϕx

ÝÝÑ Gx
ψx

ÝÝÑ Hx

is exact for all x P X.

One may wonder about how this notion relates to the exactness in the category of presheaves. It follows

from the above corollary that if the sequence is exact in the category of
:::::::::
presheaves then it is also exact in

the category of
::::::
sheaves. The converse is only true partially.

Theorem 3. Let 0 ÝÑ F ϕ
ÝÑ G ψ

ÝÑÝÑ H be an exact sequence of
:::::::
sheaves of abelian groups on a topological

space X. Then for any open set U Ă X, the sequence

0 ÝÑ FpUq
ϕU

ÝÝÑ GpUq
ψU

ÝÝÑ HpUq

is exact.

Proof. We need to check the exactness at FpUq and GpUq.

•
:::::::::
Exactness

::
at FpUq: By our assumption, the maps Fx

ϕx
ÝÝÑ Gx are injective for all x P X. Since F is a

sheaf, ϕU is injective for every open U Ă X.

•
:::::::::
Exactness

::
at GpUq: The kernel presheaf

KpUq “ kerpGpUq
ψU

ÝÝÑ HpUqq

is a sheaf. By construction, we have an exact sequence in the category of presheaves

0 ÝÑ K ÝÑ G ψ
ÝÑ H
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hence an exact sequence of stalks

0 ÝÑ Kx ÝÑ Gx
ψx

ÝÝÑ Hx

for all x P X. In particular, Kx “ kerpGx
ψx

ÝÝÑ Hxq. Now, consider the composition ψ ˝ ϕ : F Ñ H. We

have

pψ ˝ ϕqx “ ψx ˝ ϕx “ 0

for all x P X. Since H is a sheaf, we obtain that ψ ˝ ϕ “ 0 as a morphism of sheaves. Hence

ϕU pFpUqq Ă KpUq, i.e. ϕ defines a morphism of sheaves

ϕ : F Ñ K.

According to the previous remarks, ϕx : Fx Ñ Gx is an isomorphism for any x P X. Then ϕU : FpUq Ñ

KpUq is an isomorphism. Thus, impϕU q “ kerpψU q, proving the exactness.

An important point is that a short exact sequence

0 ÝÑ F ϕ
ÝÑ G ψ

ÝÑ H ÝÑ 0

of sheaves of abelian groups may not give a short exact sequence of sections over an open set U Ă X, even when

U “ X. Our goal is to construct a cohomology theory that enables one to deal with the failure of exactness

of the functor of global sections. More precisely, one defines abelian groups HipX,Fq, HipX,Gq, HipX,Hq

for i ě 1 that fit into a long exact sequence

0 Ñ FpXq Ñ GpXq Ñ HpXq Ñ H1pX,Fq Ñ H1pX,Gq Ñ H1pX,Hq Ñ H2pX,Fq Ñ ¨ ¨ ¨ .

Example 4.2.13. Let X Ă C be an open subset. For an open U Ă X, we let OpUq denote the C-algebra of

holomorphic functions on U . One easily checks that this defines a sheaf O on X. Let ψU : OpUq Ñ OpUq

be the operator of differentiation, i.e. ψU pfq “ f 1. Clearly, kerpψU q is precisely the algebra CpUq of locally

constant funtions. We then have the following exact sequence of sheaves on X:

0 ÝÑ C ÝÑ O ψ
ÝÑ O ÝÑ 0.

We only need to check the exactness at the second O, viz. to show that ψ is
::::::::
surjective as a morphism of

sheaves. This amounts to showing that the map on stalks Ox
ψx

ÝÝÑ Ox is onto for every x P X. Every element

of Ox is represented by some holomorphic function f P OpUq for some open neighborhood U of x. But we

can always find a smaller neighborhood x P Ux Ă U which is simply connected. In that neighborhood, f |Ux

has an antiderivative (Morera’s theorem) g P OpUxq. This means that ψUxpgq “ f |Ux , proving that the image

of f in Ox lies in the image of ψx. Thus, ψ is surjective as a morphism of sheaves. On the other hand,

if X is not simply connected, not every analytic function has an antiderivative, i.e. ψXpOpXqq ­“ OpXq.

Thus, the surjectivity of a morphism of sheaves on stalks does not imply its surjectivity on sections. So, this

definition requires some justification. For this, we recall that a morphism f : X Ñ Y in a category C is called

an
:::::::::::
epimorphism if for any two morphisms

Y Z,
g1

g2
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the fact that g1 ˝ f “ g2 ˝ f implies that g1 “ g2, i.e. we have right cancellation for morphisms.

Example 4.2.14. . (a) A homomorphism of abelian groups f : X Ñ Y is an epimorphism in the category

of abelian groups AbGrps if and only if it is surjective. Indeed, the surjectivity of f clearly implies that f is

an epimorphism. Conversely, suppose that f is an epimorphism but fpXq ­“ Y . Let Z “ Y zfpXq “ cokerf ,

and take g1 to be the canonical homomorphism, and g2 to be the zero homomorphism. Then g1 ˝ f “ g2 ˝ f ,

but g1 ­“ g2, contradicting the assumption that f is an epimorphism.

(b) Let X be a topological space. Then again a morphism ϕ : F Ñ G of presheaves of abelian groups is an

epimorphism in the category PshpX,AbGrpsq if and only if ϕU : FpUq Ñ GpUq is surjective for all U . We

only need to prove that if ϕ is an epimorphism then ϕU is surjective. Consider the cokernel presheaf defined

by

C “ GpUq{ϕU pFpUqq.

If ϕ is not surjective, then C is not the zero presheaf. So if, we take g1 : G Ñ C to be the canonical morphism

and g2 : G Ñ C to be the zero morphism, then g1 ˝ ϕ “ g2 ˝ ϕ(=0), but g1 ­“ g2 - a contradiction. Thus, ϕ

must be surjective.

The argument in (b) breaks down in the category of
:::::::
sheaves of abelian groups, because for a morphism of

sheaves ϕ : F Ñ G, the cokernel presheaf C may not be a sheaf. Instead, we need to consider the associated

sheaf C` together with the canonical homomorphism θ : C Ñ C`. This leads to the following statement.

Proposition 4.2.15. Let X be a topological space, and ϕ : F Ñ G a morphism of sheaves of abelian groups.

Then the following conditions are equivalent:

(i) ϕ is an epimorphism in the category of sheaves of abelian groups on X;

(ii) C` “ 0 where C is the cokernel presheaf associated to ϕ;

(iii) ϕx : Fx Ñ Gx is surjective for all x P X.

Proof. First, let us prove the equivalence piiq ô piiiq. It follows from injectivity of the map
ś

xPU ρ
U
x :

FpUq Ñ
ś

xPU Fx that a sheaf of abelian groups is zero if and only if all the stalks are zero. On the other

hand, we have the following exact sequence of presheaves:

F ϕ
ÝÑ G ÝÑ C ÝÑ 0.

So for each x P X, the sequence of stalks

Fx
ϕx

ÝÝÑ Gx ÝÑ Cx ÝÑ 0.

is exact, i.e. Cx » Gx{ϕxpFxq. Also, as we mentioned earlier, C`
x “ Cx. Thus,

C` “ 0 ô C`
x “ 0 for all x P X ô ϕxpFxq “ Gx,

as required.
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Next, let us show that piiiq ñ piq. Suppose we have two morphisms

G H,
g1

g2

to a
:::::
sheaf H such that g1 ˝ ϕ “ g2 ˝ ϕ. Then for any x P X, we have

g1,x ˝ ϕx “ g2,x ˝ ϕx.

Since ϕx is surjective, we conclude that g1,x “ g2,x, hence g1 “ g2 since H is a sheaf.

Finally, we show that piq ñ piiiq. Suppose that ϕx0
pFx0

q ­“ Gx0
for some x0 P X. and consider the sequence

F G C C`,
ϕ g1

g2

θ

where g1 is the canonical homomorphism, g2 is the zero homomorphism and C is the cokernel presheaf. We

obviously have g1 ˝ ϕ “ g2 ˝ ϕ, hence

θ ˝ g1 ˝ ϕ “ θ ˝ g2 ˝ ϕ.

So, invoking (i), we obtain θ ˝ g1 “ θ ˝ g2. Then θx0 ˝ g1,x0 “ θx0 ˝ g2,x0 . Since θx0 : Cx0 Ñ C`
x0

is an

isomorphism, we obtain g1,x0 “ g2,x0 . But g1,x0 is the canonical map Gx0 Ñ Gx0{ϕx0pFx0q, and g2,x0 is the

zero map, a contradiction. Thus, ϕx must be surjective for all x P X.

We have already used the fact that θx : Cx Ñ C`
x is an isomorphism several times. There is one more

application.

Example 4.2.16. Let X be a topological space, C be the constant presheaf on X with the value set E(i.e.

CpUq “ E for any nonempty open U Ă X), and L be the locally constant sheaf. There is the identity

embedding ι : C Ñ L. We have seen that C and L have the same stalks; in fact, for any x P X, ιx : Cx Ñ Lx
is an isomorphism. For the sheaf C` associated with C and the corresponding map θ : C Ñ C`, we have a

commutative diagram

C L

C`,

ι

θ ϕ

for some morphism of sheaves ϕ : C` Ñ L. Since ι and θ induce isomorphism on stalks, so does ϕ. It follows

that ϕ is an isomorphism of sheaves, i.e. L is actually the sheaf associated with the constant presheaf C.

This argument shows that if ι : F Ñ G is a morphism of a presheaf F to a sheaf G that induces an isomorphism

of stalks ιx : Fx Ñ Gx for any x P X then G is the sheaf associated with the presheaf F . What we use is

the fact that if ϕ : F Ñ G is a morphism of sheaves that induces isomorphisms on all stalks, then ϕ is

an isomorphism of sheaves. It should be noted that the fact that two sheaves have isomorphic stalks does

not imply in the general case that the sheaves are isomorphic. For one thing, the stalks do not reflect the

restriction maps. So, one can take, for example, X to be a 2-element set X “ t0, 1u with the open subsets

X, t1u,H. We will now construct two sheaves F ,G on X by assigning Z to X and t1u, and 0 to H for both

of them but taking the isomorphism Z Ñ Z for FpXq Ñ Fpt1uq and the zero homomorphism Z Ñ Z for

GpXq Ñ Gpt1uq. Then the stalks F0,F1 and G0,G1 are all isomorphic to Z but the sheaves F and G are not

isomorphic.
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Another, more conceptual, example can be obtained by considering nonisomorphic line bundles over a topo-

logical space or a manifold. More concretely, let X “ S1 be the unit circle, and let E1 “ X ˆR be the trivial

line bundle over X, and let E2 be the Möbius strip. In either case, we let Fi be the sheaf of smooth sections

of Ei Ñ X. It is easy to see, using the local triviality of Ei, that the stalk Fi,x at each x P X is isomorphic to

the stalk of the sheaf of smooth functions on X, so all stalks are isomorphic. On the other hand, the sheaves

are NOT isomorphic. Indeed, an isomorphism of sheaves would induce an isomorphism of stalks. Each stalk

is a local ring with the maximal ideal consisting of functions that vanish at that point. This means that if

ϕ : F1 Ñ F2 is an isomorphism, then for ϕX : F1pXq Ñ F2pXq, we have the following: f P F1pXq vanishes at

x P X if and only if ϕXpfq P F2pXq vanishes at x. But F1 has a nowhere vanishing global section, while F2

doesn’t (as otherwise the line bundle would be trivial). We will now introduce an important class of sheaves

which later will be shown to be cyclic.

Definition 4.2.17. A sheaf F is called
::::::
flasque(or

:::::
flabby) if the restriction maps ρUV : FpUq Ñ FpV q are

surjective for all open sets V Ă U(equivalently, the restriction maps ρXV : FpXq Ñ FpUq are all surjective).

It is easy to see that a skyscraper sheaf is flasque but we will see many other important examples.

Theorem 4. Let

0 ÝÑ F ϕ
ÝÑ G ψ

ÝÑ H ÝÑ 0

be an exact sequence of abelian groups on X.

(i) If F is flasque then the sequence of global sections

0 ÝÑ FpXq
ϕX

ÝÝÑ GpXq
ψX

ÝÝÑ HpXq ÝÑ 0

is exact(and, in fact, we have a similar exact sequence for sections over any open U Ă X).

(ii) If in addition G is flasque then H is also flasque.

Proof. We only need to show that ϕX : GpXq Ñ HpXq is surjective. Let t P HpXq. As we already remarked

above, the surjectivity of ψx : Gx Ñ Hx means that there exists a neighborhood U Q x and a section sU P GpUq

such that

ψU psU q “ ρXU pHqptq

(“local lifting”). Consider all pairs pU, sU q satisfying this condition. This set can be partially ordered as

follows

pU1, s1q ď pU2, s2q

if U1 Ă U2 and ρU2

U1
ps2q “ s1. Suppose we have a chain

tpUα, sαquαPI,

indexed by a set I. Set U “
Ť

αPI Uα. Then for any α, β P I we have one of the following

pUα, sαq ď pUβ , sβq or pUβ , sβq ď pUα, sαq.

In the first case, we have

ρUαUαXUβ
psαq “ sα “ ρ

Uβ
UαXUβ

psβq,
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by the definition of the order relation. Similarly, we have

ρUαUαXUβ
psαq “ ρ

Uβ
UαXUβ

psβq,

in the second case as well. By the sheaf axioms, there exists a unique s P FpUq such that ρUUαpsq “ sα,

and then pU, sq is an upper bound for our set. By Zorn’s lemma, there exists a maximal element pU, sU q.

If U “ X, we are done. Suppose there exists x P XzU . Then as above, there exists an open neighborhood

V Q x and a section sV P GpV q such that

ψV psV q “ ρpHqXV ptq.

Then, on the intersection U X V , we have

ψUXV pρUUXV pGqpsU q ´ ρpGqVUXV psV qq “ ρXUXV ptq ´ ρXUXV ptq “ 0,

which implies that

ρpGqUUXV psU q ´ ρpGqVUXV psV q P ϕU pFpU X V qq.

Since F is flasque, the restriction FpV q Ñ FpU X V q is surjective, so there exists r P FpV q such that

ρpGqUUXV psU q ´ ρpGqVUXV psV q “ ϕUXV pρVUXV prqq.

Set s1
V “ sV ` ϕV prq. Then

ψV ps1
V q “ ρXUXV ptq,

and

ρpGqUUXV psU q “ ρpGqVUXV ps1
V q.

Thus, there exists sUYV P GpU Y V q that restricts to sU on U and s1
V on V . Then ψUYV psUYV q restricts to

ρpHqXU ptq on U and ρpHqXV ptq on V , so

ψUYV psUYV q “ ρXUYV ptq.

Then pU Y V, sUYV q is strictly greater than pU, sU q with respect to our ordering, which contradicts the

maximality of U . Thus, U “ X, which proves (i). In this argument, replacing X with an open subset U Ă X,

we obtain the exactness of the sequence of sections over U .

(ii) It follows from (i) that we have the following commutative diagram with exact rows.

0 FpXq GpXq HpXq 0

0 FpUq GpUq HpUq 0.

ψX

ψU

ϕX

ϕU

ρpFq
X
U ρpGq

X
U ρpHq

X
U

We need to show that ρpHqXU is surjective. Let h P HpUq. There exists g P GpUq such that ψU pgq “ h. Since

G is flasque, ρpGqXU is surjective, so there exists g1 P GpXq such that ρpGqXU pg1q “ g. Let h1 “ ψXpg1q. Then

ρpHqXU ph1q “ ρpHqXU pψXpg1qq “ ψU pρpGqXU pg1qq “ ψU pgq “ h,
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as required. Thus, X is flasque.

4.3 Sheafification via étale space

.

Let F be a presheaf on a topological space X. We will construct a topological space E together with

a local homeomorphism π : E Ñ X so that the sheaf of continuous sections of π defined by the sets

ΓpU, πq “ ts : U Ñ E | s continuous and π˝s “ idUu, is precisely the sheaf F` associated with the presheaf F .

It will follow from this construction that the morphism of sheafification θ : F Ñ F` induces an isomorphism

of stalks θx : Fx Ñ F`
x , for any x P X.

Definition 4.3.1. A map π : E Ñ X between two topological spaces is called a
::::
local

:::::::::::::::
homeomorphism if

for every e P E there exist open neighborhoods Oe Q e, and Ux Q x “ πpeq such that πOe : Oe Ñ Ux is a

homeomorphism.

Note that π is automatically continuous since for any open set U Ă X and any e P π´1pUq, one can choose

open neighborhoods Oe Q e, and Ux Q x “ πpeq as in the definition so that Ux Ă U , and then

π´1pUq “
ď

ePπ´1pUq

Oe

is open.

Definition 4.3.2. A pair pE, πq consisting of a topological space E and a local homeomorphism π : E Ñ X

is called an étale space over X. We will call X the
::::
base

:::::
space, E the

::::
total

:::::
space, and π the

::::::::
projection

:::::
map.

For x P X, the set Ex “ π´1pxq is the
::::
fiber of π over x.

We will now state (without proof) some elementary properties of local homeomorphisms.

Proposition 4.3.3. Let π : E Ñ X be a local homeomorphism. Then

(i) π is an open map;

(ii) We have E “
Ť

xPX Ex, and the induced topology on each fiber is discrete;

(iii) If s1 : U1 Ñ E and s2 : U2 Ñ E are two sections over open subsets U1, U2 Ă X such that s1pxq “ s2pxq

for some x P U1 X U2 then s1 and s2 coincide on some open neighborhood of x.

(iv) For any section s : U Ñ E, the image spUq is open in E and is homeomorphic to U . Moreover,

s “ pπ|spUqq´1.

(v) Sets of the form spUq, for U Ă X open and s P ΓpU, πq form a basis of the topology on E. Consequently,

the topology on E is completely determined by the topology of X and the continuous local sections of π.

Proposition 4.3.4. Let π : E Ñ X be a local homeomorphism. Then FpUq “ ΓpU, πq, with restriction

maps FpUq Ñ FpV q for open V Ă U given simply by restrictions of sections, defines a sheaf of sets on X.

Furthermore, for any x P X, the stalk Fx can be naturally identified with the fiber Ex “ π´1pxq.
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The verification of the fact that F is a sheaf is standard. So, let us just prove the assertion about the stalk.

Let x P X. Then for every open U Q x, there is a map

νU : ΓpU, πq Ñ Ex, s ÞÑ spxq P Ex

If two sections s1 : U1 Ñ E and s2 : U2 Ñ E are equivalent in the stalk Fx, then they coincide on some

open neighborhood U0 Q x contained in U1 X U2; then clearly s1pxq “ s2pxq. This means that we have a

well-defined natural map

νx : Fx “ lim
ÝÑ
UQx

ΓpU, πq Ñ Ex.

This map is
::::::::
surjective since, given e P Ex, we can find open neighborhoods Oe Q e and Ux Q x such that

π|Oe : Oe Ñ Ux

is a homeomorphism. Then s “ pπ|Oeq´1 : Ux Ñ E is a section such that spxq “ e, i.e. νxpsq “ e. Finally, let

us show that νx is injective. Suppose s1 P ΓpU1, πq and s2 P ΓpU2, πq are such that νxps1q “ νxps2q. Then by

part (iii) of the previous proposition, there exists a neighborhood x P U0 Ă U1 X U2 such that s1|U0
“ s2|U0

.

This means that s1 and s2 represent the same element of Fx, and νx is injective.

We will now describe a construction of an étale space associated to a presheaf. Let F be a preasheaf on a

topological space X. Set

E “
ğ

xPX

Fx pdisjoint union of stalksq,

and define π : E Ñ X by sending a P Fx to x. Our goal is to equip E with the natural topology so that π

becomes a local homeomorphism.

As we mentioned earlier, given any local homeomorphism π1 : E1 Ñ X 1, the sets of the form spUq where

U Ă X 1 is open and s : U Ñ E1 is a continuous section form a basis for the topology on E1. In our situation,

we topologize E by essentially reversing this process. Given an open subset U and any s P FpUq, we define

a section s̃ : U Ñ E by s̃pxq “ ρUx psq.

Proposition 4.3.5. (i) There is a topology on E for which the sets s̃pUq for all open U Ă X and all s P FpUq

form a basis.

(ii) If E is equipped with this topology then π : E Ñ X is a local homeomorphism and each s̃ : U Ñ E is a

continuous section.

Proof. -Omitted.

We are now in a position to prove the following theorem.

Theorem 5 (Sheafification). Let F be a presheaf of sets on a topological space X. Then there exists a

sheaf F` and a morphism of presheaves θ : F Ñ F` such that

(i) θx : Fx Ñ F`
x is a bijection

(ii) for any morphism ϕ : F Ñ G to a
::::
sheaf G, there exists a unique morphism of sheaves ψ : F` Ñ G such
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that the following diagram commutes.

F F`

G.

θ

ϕ ψ

Proof. Let π : E Ñ X be the étale space of F , and let F` be the sheaf of continuous sections of π, i.e.

F`pUq “ ΓpU, πq

For each open U Ă X, we have a map

θU : FpUq Ñ F`pUq, s ÞÑ s̃

To show that these maps define a morphism of presheaves θ : F Ñ F`, we need to check that for V Ă U ,

the diagram

FpUq F`pUq

FpV q F`pV q

ρUV

θU

θV

ρ̃UV

commutes. Let s P FpUq. Then θU psq “ s̃ and ρ̃UV ps̃q “ s̃|V , so for any x P V , we have

ps̃|V qpxq “ s̃pxq “ ρUx psq “ ρVx pρUV psqq.

On the other hand,

θV pρUV psqq “ ρVx pρUV psqq,

and the commutativity follows.

Next, let us show that θx : Fx Ñ F`
x is a bijection. We already know that F`

x » π´1pxq “ Ex “ Fx via the

maps

σUx : F`pUq Ñ Fx, t ÞÑ tpxq.

Thus, we only need to show that the diagram

FpUq F`pUq

Fx Fx

ρUx

θU

“

σUx

commutes. We have for s P FpUq,

σUx pθU psqq “ σUx ps̃q “ s̃pxq “ ρUx psq,

as claimed.

Remark 3. In particular, if F is a sheaf, then θ : F Ñ F` is an isomorphism of sheaves.

To check the universal property, we need the following
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Lemma 4.3.6. Let ϕ : F Ñ G be a morphism of sets on a topological space X. Denote by πF : EF Ñ X

and πG : EG Ñ X, the étale spaces associated to F and G, respectively. Then, ϕ induces a continuous map

ϕ̃ : EF Ñ EG , e P Fx Ă EF ÞÑ ϕxpeq P Gx Ă EG ,

satisfying πF “ πG ˝ ϕ̃.

Proof. Since EF “
Ů

xPX Fx and EG “
Ů

xPX Gx, it is clear that the diagram

EF EG

X X

πF

ϕ̃

“

πG

commutes. So, one only needs to show that ϕ̃ is continuous. Consider an arbitrary element t̃pUq Ă EG of the

basis of the topology on EG , where U Ă X is open and t P GpUq. Then one easily checks that

ϕ̃´1pt̃pUqq “
ď

s̃pV q,

where the union is taken over all V Ă U and s P FpUq such that ϕV psq “ ρUV ptq. It follows that ϕ̃´1pt̃pUqq is

open, making ϕ̃ continuous.

The lemma implies that given a morphism of presheaves ϕ : F Ñ G, for any open U Ă X, we have a map

ϕ`
U : F`pUq “ ΓpU, πF q Ñ G`pUq “ ΓpU, πGq, s ÞÑ ϕ̃ ˝ s.

Clearly, the maps ϕ`
U define a morphism of sheaves ϕ` : F` Ñ G`. Moreover, the diagram

FpUq GpUq

F`pUq G`pUq

θF,U

ϕU

ϕ`
U

θG,U

commutes. Indeed, let s P FpUq. Then

ppθG,U ˝ ϕU qpsqqpxq “ ρpGqUx pϕU psqq

“ ϕxpρpFqUx psqq

“ ϕ̃ps̃pxqq

“ ϕ`
U ps̃qpxq

“ pϕ`
U ˝ θF,U psqqpxq.

This means that

F G

F` G`

θF

ϕ

ϕ`

θG

is a commutative diagram of morphisms of presheaves.
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Suppose now that G is a sheaf. Then, θG is an isomorphism, and if we define ψ “ θ´1
G ˝ ϕ` : F` Ñ G, then

the diagram

F G

F`

ϕ

θF ψ

commutes. Besides, such ψ is unique. Indeed, suppose there are two such morphisms ψ,ψ1 : F` Ñ G. For

each x P X, we have commutative diagrams for ψ and ψ1:

Fx Gx

F`
x

ϕx

θF,x ψx,ψ
1
x

Since θF,x is a bijection, we have

ψx “ ϕx ˝ θ´1
F,x “ ψ1

x.

Since F` and G are sheaves, we obtain ψ “ ψ1.

Remark 4. One can eliminate the explicit use of the étale space from the construction of sheafification. More

precisely, let F be a presheaf on X, and π : E Ñ X be the corresponding étale space. Since E “
Ů

xPX Fx,
a section s : U Ñ E can be described by psxq P

Ů

xPU Fx, where sx “ spxq. Let t̃pV q, where V Ă U is open

and t P FpV q, be a basis element. Then, since s is continuous, the set

s´1pt̃pV qq “ tx P V | spxq “ sx “ ρVx ptqu

must be open. This implies that ΓpU, πq can be identified with the set of elements psxq P
ś

xPU Fx such that

for each x P U there exists a neighborhood x P W pxq Ă U and t P FpW pxqq with the property

sy “ ρW pxq
y ptq for all y P W pxq.

This description of sheafification is given for example in Hartshorne’s book. However, the description using

the étale space is much more revealing.

Example 4.3.7. Let C be a fixed set, and let F be the constant presheaf on X with the value set C. Then

Fx “ C for any x P X. So, the corresponding étale space E can be identified with the direct product X ˆ C,

with π : E Ñ X being the projection. Let U Ă X be a nonempty open set, and s P FpUq “ C. Then

s̃pUq “ U ˆ tsu. Thus, the topology on E is the product topology if C is equipped with the discrete topology.

Let σ : U Ñ E be a continuous section. We can write σpxq “ px, fpxqq for some function f : U Ñ C. We

have

σ´1pV ˆ tsuq “ tx P U X V |σpxq “ px, squ “ tx P U X V | fpxq “ su.

Taking V “ U , we see that f´1psq Ă U is open. Since this is true for all s P C, the function f is locally

constant. Conversely, given a locally constant function f : U Ñ C, one easily checks that σ : U Ñ E, x ÞÑ

px, fpxqq defines a continuous section. It follows that F` is the sheaf of locally constant functions.

Sheafification of presheaves of abelian groups. If F is a presheaf of abelian groups on X, then the stalks

Fx, x P X, are all abelian groups. The existence of a group operation on each of the fibers of the corresponding
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étale map π : E Ñ X means that we have a commutative diagram

E ˆX E E

X

where EˆX E “ tpe1, e2q P EˆE |πpe1q “ πpe2qu is the fiber product over X. This motivates the following.

Definition 4.3.8. A (surjective) local homeomorphism π : E Ñ X is called an
:::::
étale

:::::
space

::
of

:::::::
abelian

::::::
groups

if

(1) each fiber Ex “ π´1pxq is an abelian group;

(2) the maps (over X)

E ˆX E
ϕ

ÝÑ E, Ex ˆ Ex Q pe1, e2q ÞÑ e1 ` e2 P Ex

E
ϕ

ÝÑ E, Ex Q e ÞÑ ´e P Ex

are continuous.

It is easy to see that if s1, s2 : U Ñ E are continuous sections, then

s1 ` s2 “ ϕ ˝ ps1, s2q, ps1, s2qpxq “ ps1pxq, s2pxqq

is also a continuous section, which defines an operation on ΓpU, πq. Using ´s “ ι ˝ s, one further establishes

that ΓpU, πq is an abelian group. On the other hand, we have the following.

Lemma 4.3.9. Let F be a presheaf of abelian groups on X. Then the corresponding étale map π : E Ñ X

is an étale space of abelian groups.

Combining these statements, we obtain that given a presheaf F of abelian groups, the sheaf F` associated

to F as a presheaf of sets is in fact a sheaf of abelian groups. Moreover, the canonical map θ : F Ñ F` is a

morphism of sheaves of abelian groups. This applies also to other algebraic structures.
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Extension by zero and exceptional inverse image.

We have seen that for a closed embedding i : Z ãÑ X of topological spaces, and for a sheaf G on Z, the stalks

of the sheaf F “ i˚G are described as follows.

Fx “

$

&

%

Gx, x P Z

0, x R Z.

Moreover, there exists a morphism ηG : ι
´1i˚G Ñ G. Since ι´1 does not change the stalks, one shows

that pηGqx : pι´1i˚Gqx Ñ Gx is an isomorphism for every x P Z, so ηG is an isomorphism. Interpreting

ι´1i˚G “ ι´1F as the restriction F |Z of F to Zwe can say that F is obtained from G by extension by zero

outside Z.

However, one should keep in mind that the direct image does not always provide this kind of extension.

Example. Let j : U Ñ X be an open embedding with BU ‰ ∅, and suppose that G is the constant sheaf on

U , Ui in value group S. Then is is easy to see that pj˚Gqx “ S for all x P Ū . So, if BU ‰ ∅, is is NOT an

extension by zero outside U .

So, for open embeddings the construction of extension by zero needs to be modified. Let j : U Ñ X be an

open embedding, and let G be a sheaf of abelian groups on U . We define j!G (“lower shriek”) to be the sheaf

associated to the following presheaf:

HpV q “

$

&

%

GpV q, V Ă U

0, otherwise.

It is easy to see that for x P U , the stalks pj!Gqx “ Hx can be naturally identifies with Gx, while for x P XzU ,

for any neighborhood V Q x, we have HpV q “ 0, and therefore have j´1H “ G, so the sheafification H ÞÑ j!G
gives rise to a morphism G ÞÑ j´1j!G. Our discussion implies that this morphism induces an isomorphism on

all stalks, hence is an isomorphism of sheaves. Thus, the restriction pj!Gq|U “ j´1j!G of j!G to U coincides

with G, and j!G is zero outside U .

For uniformity, we define i! “ i˚ for a closed embedding i : Z ãÑ X. Then in both situations we obtain

functors

i! : ShpZq Ñ ShpXq and j! : ShpUq Ñ ShpXq,

both of which are called extensions by zero. Consideration of stalks then leads to

Proposition 4.3.10. The functors i! and j! are exact.

We recall that a subspace X of a topological space Y is called locally closed if it is open in its closure X̄

(equivalently, X “ U X V where U Ă Y is open and V Ă Y is closed, or for any x P X there exists a

neighborhood U Ă Y of x such that U X X is closed in U). Since we have already define extension by zero

for open and closed embeddings, we can now define it for any locally closed subspace/embedding. We will

see a bit later that is it possible to construct a generalization of extension by zero functor for any continuous

map of locally compact topological spaces f : X Ñ Y .

We will now state a very useful statement which is often used in algebraic geometry.
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Proposition 4.3.11. Let X be a topological space and F be a sheaf of abelian groups on X. Then for any

closed subspace Z Ă X and its complement U “ XzZ, there is an exact sequence

0 ÝÑ j!pF |U q ÝÑ F ÝÑ i˚i
´1F “ i!i

´1F ÝÑ 0

of sheaves on X, where i : Z Ñ X and j : U Ñ X are the corresponding embedding.

Sketch of proof: Recall that j!pF |U q is the sheaf associated to the presheaf F̄ defined by

F̄pV q “

$

&

%

FpV q, V Ă U

0, otherwise.

Next, we can define a morphism of presheaves by defining

φV : F̄pV q ÝÑ FpV q

for every open V Ă X to be the identity map for V Ă U , and the zero map for V Ć U . By sheafification,

we obtain a morphism of sheaves j!pF |U q Ñ F . On the other hand, the morphism F Ñ i˚i
´1F is simple the

unit of adjunction form the adjointness of i´1 and i˚. The sequence of stalks will look like

0 ÝÑ Fx ÝÑ Fx ÝÑ 0 ÝÑ 0

if x P U , and

0 ÝÑ 0 ÝÑ Fx ÝÑ Fx ÝÑ 0

if x R U (i.e. x P Z), proving the exactness.

Let us mention another application of the morphism εF : j!j
´1F Ñ F be constructed in the proof of the

proposition. First, for an open embedding j : U Ñ X and a sheaf G on U , we have a natural isomorphism

ηG : G Ñ j´1j!G. One verifies that ηG and εF form a unit and counit of adjunction. So we set the following:

Proposition 4.3.12. For an open embedding j : U Ñ X, the functor j! : ShpUq Ñ ShpXq is the left adjoint

of j´1 : ShpXq Ñ ShpUq.

Since j! is exact, we obtain the following.

Corollary 4.3.13. For an open embedding j : U Ñ X, and an injective sheaf I on X, the sheaf j´1I

(restriction of I to U) is an injective sheaf on U .

We will now discuss an analog of extension by zero in a more general setting.

Definition 4.3.14. Let F be a sheaf of abelian groups on a topological space X, U Ă X be an open subset,

and s P FpUq be a section. The
:::::::
support of s is the set

supppsq “ tx P U | ρUx psq ‰ 0 in Fxu.

Lemma 4.3.15. The set supppsq is closed in U .
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Proof. Let x P Uzsupppsq, Then ρUx psq “ 0. This means that there exists an open neighborhood Ux Q x such

that ρUUxpsq “ 0. Then Ux Ă Uzsupppsq, showing that the latter is open.

Let j : U Ñ X be an open embedding, and let G be a sheaf on U . It immediately follows from the definitions

that there is a natural morphism of sheaves j!G Ñ j˚G. Moreover, for x P U we have the identification

pj!Gqx “ pj˚Gqx “ Gx,

and pj!Gqx “ 0 for x P XzU “ Z. If follows that φ is an injective morphism of sheaves, so one can view j!G
as a subsheaf of j˚G. In fact,

pj!GqpW q “ ts P pj˚GqpW q “ GpW X Uq | supppsq is closed in W u

(here supppsq means the suppose of s as a section of G over W X U). Indeed, if s P pj!GqpW q then its

support w.r.t. the sheaf pj!Gq is closed in W . On the other hand, it is contained in W X U . So, this

support coincides with the support of the restriction of s to W X U . But the support of the restriction is

precisely supppsq. Conversely, suppose supppsq is closed in W , and set T “ W zsupppsq. Then T is open

in W , and W “ pW X Uq Y T . We can find t P pj!GqpW q whose restriction to W X U is s|WXU (note that

pj!GqpW X Uq “ pj˚GqpW X Uq “ GpW X Uq) and whose restriction to T is zero. By looking at stalks, we

conclude that the image of t in pj˚GqpW q is precisely s. Now, if Y is a locally compact space then to say

that S is closed in Y is the same as to say that the identity map S Ñ Y is proper (recall that a continuous

map (of locally compact spaces) f : X Ñ Y is called
::::::
proper if f´1pCq is compact for every compact C Ă Y.)

It is not difficult to show that a proper map of locally compact spaces is closed.

Definition 4.3.16. Let f : X Ñ Y be a continuous map of locally compact topological spaces, and let F be

a sheaf on X. The direct image f!F with proper support is the sheaf defined by

pf!FqpV q “ ts P Fpf´1pV qq | f : supppsq Ñ V is properu

In the algebro-geometric context, the topological notion of properness is replaces by the algebro-geometric

one.

Finally, let us indicate the construction of the right adjoint i! of the function i! “ i˚ in the case where

i : Z ãÑ X is a closed embedding. Given a sheaf of abelian groups F on X, let FZ be the subsheaf of F
whose sections over an open U Ă X are given by

FZpUq “ ts P FpUq | supppsq Ă Zu.

We then define

i!F “ i´1FZ .

Since for a morphism φ : F Ñ G of sheaves on X, it is straightforward to check that φU pFZpUqq Ă GZpUq

for every open U Ă X, this yields a functor

i! : ShpXq Ñ ShpZq

which is usually referred to as the exceptional inverse image functor.
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Proposition 4.3.17. For a closed embedding i : Z ãÑ X, the functor i! : ShpXq Ñ ShpZq is left exact.

Sketch of proof. We need to show that if

0 ÝÑ F ÝÑ G ÝÑ H ÝÑ 0

is an exact sequence in ShpXq, then

0 ÝÑ i!F ÝÑ i!G ÝÑ i!H

is an exact sequence sequence in ShpZq. Since the inverse image to an exact functor, it is enough to show

that the sequence

0 ÝÑ FZ ÝÑ GZ ÝÑ HZ (‹)

is exact in ShpXq. But we now that for every open U Ă X, the sequence

0 ÝÑ FpUq ÝÑ GpUq ÝÑ HpUq

is exact, from which is follows that the sequence

0 ÝÑ FZpUq ÝÑ GZpUq ÝÑ HZpUq

is also exact, so p‹q is exact in the category of presheaves, and therefore exact in the category of sheaves.

Proposition 4.3.18. i˚ % i!

Summary.

• For a continuous map f : X Ñ Y of topological spaces, we have the functors f˚ : ShpXq Ñ ShpY q (direct

image) and f´1 : ShpY q Ñ ShpXq (inverse image). Furthermore, f8 is left exact and f´1 is exact.

• For a closed subspace Z Ă X, its open complement U “ XzZ, and the inclusion maps (embeddings)

i : Z ãÑ X and j : U ãÑ X, we have the functors i! “ i˚ : ShpZq Ñ ShpXq and j! : ShpUq Ñ ShpXq

called
::::::::
extension

:::
by

::::
zero and i! : ShpXq Ñ ShpZq called the

::::::::::
exceptional

:::::::
inverse

::::::
image. The functors i!

and j! are exact, while i! is left exact. We have the following adjoint pairs

pj!, j
´1q, pi!, i

!q, pj´1, j˚q, and pi´1, i˚ “ i!q.

Remark. We have seen that the functor f! can be constructed for more general continuous maps f : X Ñ Y

(for example, for arbitrary continuous maps of locally compact topological spaces), however f ! has been

constructed only for closed embeddings. For more general maps, a right adjoint f ! of f! exists only on the

level of derived categories, which plays a role in Verdier duality.

4.4 Sheaf Cohomology

We will use the general construction of right derived functors in abelian categories. So, for reference, we

record the following.
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Theorem 6. Let X be a topological space. Then the category ShpXq of sheaves of abelian groups is an

abelian category.

Proof – omitted. (One first checks that ShpXq is an abelian category, and then verifies the axioms for abelian

categories.)

Recall that an abelian category A has
::::::
enough

:::::::::
injectives if every object A P ObpAq admits a morphism

O Ñ A Ñ I into an injective object I (which means that for every monomorphism O Ñ A Ñ B, the

corresponding map HomApB, Iq Ñ HomApA, Iq is surjective.

Proposition 4.4.1. ShpXq has enough injectives.

Proof. Let F P ObpShpXqq, i.e. F is a sheaf of abelian groups. For each point x P X, the stalk Fx is an

abelian group, so there is an injection ix : Fx Ñ Ix where Ix is an injective Z-module (i.e. a divisible abelian

group). We will view ix as a morphism of constant sheaves on txu. Next, let jx : txu Ñ X be the inclusion

map. Then j´1
x F “ Fx (constant sheaf on txu). By adjunction, we obtain a morphism F Ñ pjxq˚Ix of

sheaves on X. Setting I “
ś

xPXpjxq˚Ix and taking the product of these morphism over all x P X, we obtain

a natural morphism i : F Ñ I. By looking at the stalks, we easily see that i is injective. each pjxq˚Ix, being

the direct image of an injective sheaf (explain!) Ix, is injective, and the product of injectives in injective.

Thus, I is an injective sheaf, as required.

Explicit description. For an open U Ă X, we have IpUq “
ś

xPU Ix, and the homomorphism FpUq Ñ IpUq

is the composition

FpUq

ś

ρUx
ÝÑ

ź

xPU

Fx
ś

ix
ÝÑ

ź

xPU

Ix.

Theorem 7. Let A be an abelian category that has enough injectives. Then

i. Every object A P ObpAq admits an injective resolution, i.e. there is an exact sequence

I˚pAq : 0 Ñ A Ñ I0 Ñ I1 Ñ ¨ ¨ ¨

where all the Ij are injective objects in A.

ii. Let 0 Ñ A Ñ M‚ be a long exact sequence in A, and I˚pA1q be an injective resolution of some

A1 P ObpAq. Then every morphism A Ñ A1 extends to a morphism of complexes

p0 Ñ A Ñ M‚q Ñ I˚pA1q.

Any two such extensions are chain-homotopic. In particular, if I˚pAq and I˚pA1q are two injective

resolutions, then every morphism A Ñ A1 extends to a morphism of injective resolutions I˚pAq Ñ

I˚pA1q, and any two such extensions are chain-homotopic.

iii. Let 0 Ñ A1 Ñ A Ñ A2 Ñ 0 be a short exact sequence in A, and let I˚pA1q and I˚pA2q be arbitrary

injective resolutions. Then there is an injective resolution I˚pAq of A that fits into a short exact

sequence of cochain complexes

0 Ñ I˚pA1q Ñ I˚pAq Ñ I˚pA2q Ñ 0.
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Definition 4.4.2. Let A and B be abelian categories.

(a) A cohomological δ-functor from A to B is a collection of functors T i : A Ñ B, together with a morphism

δi : T ipA2q Ñ T i`1pA1q for every short exact sequence 0 Ñ A1 Ñ A Ñ A2 Ñ 0 in A and every i ě 0

such that

• for every short exact sequence 0 Ñ A1 Ñ A Ñ A2 Ñ 0 in A there is a long exact sequence

0 ÝÑ T 0pA1q ÝÑ T 0pAq ÝÑ T 0pA2q
δ0

ÝÑ T 1pA1q ÝÑ ¨ ¨ ¨

in B.

• for each morphism of short exact sequences

0 A1 A A2 0

0 B1 B B2 0

in A there is a commutative diagram of long exact sequences

0 T 0pA1q T 0pAq T 0pA2q T 1pA1q ¨ ¨ ¨

0 T 0pB1q T 0pBq T 0pB2q T 1pB1q ¨ ¨ ¨

δ0

δ0

(naturality).

(b) The δ-functor T “ pT i : A Ñ Bqiě0 is called
:::::::
universal if given any other δ-functor T 1 “ pT 1iq, there

exists a unique sequence of natural transformations F i : T i Ñ T 1i for all i ě 0, starting with the given

F0, that commute with the morphism δi for every short exact sequence in A.

Note that the universality implies that if F : A Ñ B is a covariant additive functor, then there can exist at

most one (up to isomorphism) universal δ-functor T “ pT iqiě0 with T 0 “ F .

Definition 4.4.3. An additive functor F : A Ñ B between abelian categories is said to be
::::::::
effaceable if for

each object A P ObpAq there exists a monomorphism u : A Ñ M such that FpUq “ 0.

Theorem 8 (Grothendieck). Let A and B be abelian categories and T “ pT iqiě0 be a cohomological δ-

functor. If T i is effaceable for each i ą 0, then T is universal.

Right derived functors. Let A be an abelian category having enough injectives, and let F : A Ñ B be a left

exact additive covariant functor to another abelian category B. For an object A P ObpAq, we pick an injective

resolution

I˚pAq : 0 Ñ A Ñ I0 Ñ I1 Ñ ¨ ¨ ¨

Applying F to this resolution, we obtain a complex

FI : 0 Ñ FI0 Ñ FI1 Ñ ¨ ¨ ¨

and we define RiF “ HipFI‚ to be the ith cohomology of the complex FI.
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Theorem 9. Let A be an abelian category with enough injectives, and let F : A Ñ B be a left exact additive

covariant functor to another abelian category B.

i. For each object A P ObpAq and each i ě 0, RiFpAq is independent (up to natural isomorphism) of the

choice of injective resolution I˚pAq, and each RiF is an additive functor from A Ñ B.

ii. There is a natural isomorphism of functors F – R0F .

iii. The collection pRiFqiě0 defined a cohomological δ-functor from A to B.

iv. For every injective object I of A, we have RiFpIq “ 0 for all i ą 0. Consequently, pRiFqiě0 is a

::::::::
universal δ-functor.

Sketch of proof.

i. Let I˚pAq and I˚pA1q be injective resolutions of objects A and A1. Then any morphism and any two

such extensions are chain-homotopic. In particular, given two injective resolutions I˚
1 pAq and I˚

2 pAq,

the identity morphism A
id

ÝÑ A extends to morphisms I˚
1 pAq

f‚
1

ÝÑ I˚
2 pAq and I˚

2 pAq
f‚
2

ÝÑ I˚
1 pAq, and the

compositions f‚
1 ˝ f‚

2 and f‚
2 ˝ f‚

1 are chain-homotopic to the identity. It follows that the induced maps

HipFI‚
1 q Ñ HipFI‚

2 q and HipFI‚
2 q Ñ HipFI‚

1 q

are inverses of one another. Consequently, the cohomology objects RiFpAq are independent of the choice

of injective resolution. By the same argument, a morphism A
f

ÝÑ B gives rise to well-defined morphisms

RiFpAq Ñ RiFpBq. Thus, for each I we get a functor RiF : A Ñ B. Moreover, given two morphisms

f, g : A Ñ B, we can extend them to morphisms of injective resolutions f‚, g‚ : I˚pAq Ñ I˚pBq, and

then f‚ ` g‚ : I˚pAq Ñ I˚pBq is an extension of f ` g : A Ñ B. Using this particular extension, we see

that each RiF is additive.

ii. Since F is left-exact, the sequence

0 Ñ FpAq Ñ FpI0q Ñ FpI1q

is exact, which leafs to an isomorphism of functors R0F – F .

iii. Let 0 Ñ A1 Ñ A Ñ A2 Ñ 0 be a short exact sequence in A. Then there exist injective resolutions

I˚pA1q, I˚pAq, and I˚pA2q of A1, A, and A2 respectively such that we have a short exact sequence of

complexes

0 Ñ I˚pA1q Ñ I˚pAq Ñ I˚pA2q Ñ 0.

Since every IipAq is injective, each of the sequences

0 Ñ IipA1q Ñ IipAq Ñ IipA2q Ñ 0

remains exact. Thus, we have a short exact sequence of complexes

0 Ñ FpI˚pA1qÑFpI˚pAqq Ñ FpI˚pA2qq Ñ 0

which by standard techniques gives a long exact sequence of cohomology.
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iv. Since RiFpIq is independent of the choice of injective resolution, we can use the injective resolution

0 Ñ I
idI

ÝÑ I Ñ 0 Ñ ¨ ¨ ¨

which clearly shows that RiFpIq “ 0 for isomorphisms. Since A has enough injectives, Grothendieck’s

theorem implies that pRiFqiě0 is a universal δ-functor.

Definition 4.4.4. Let F : A Ñ B be as above. An object J P ObpAq is
:::::::::
F-acyclic if pRiFqpIq “ 0 for all

i ą 0.

For example, every injective object is F ´ acyclic.

Theorem 10. Let A P ObpAq, and let

0 Ñ A Ñ J0 Ñ J1 Ñ J2 Ñ ¨ ¨ ¨

be an F-acyclic resolution of A, i.e. a long exact sequence what all the J i are the F-acyclic objects. Then

pRiFqpAq “ HipFj‚q for all i ě 0.

Proof. To keep out notation simple, we will give the argument assuming that A and B are (abelian) sub-

categories of the category of abelian groups or more generally the category of modules over a certain ring

(recall that every abelian category can be considered as a subcategory of the category of modules by the

Freyd-Mitchell Embedding Theorem).

First, since F is left-exact, we have

pR0FqpAq “ FpAq – H0pFJ‚q.

For each i ě 0, let

Ki “ ker f i “ imf i´1.

We then have the following short exact sequence:

0 Ñ Ki ei
ÝÑ J i

gi

ÝÑ Ki`1 Ñ 0

where ei is the canonical monomorphism, and gi is the canonical epimorphism (note that by construction,

f i “ ei`1 ˝ gi). Hence for each i, we have the following long exact sequence:

0 Ñ FKi Ñ FJ i Ñ FKi`1 Ñ pR1FqpKiq Ñ pR1FqpJ iq Ñ pR1FqpKi`1q Ñ pR2FqpKiq Ñ ¨ ¨ ¨

Since each J i is acyclic, we have pR1FqpJ iq “ 0 for all j ą 0, so we get natural isomorphisms

pRjFqpKi`1q – pRj`1FqpKiq.

Consequently,

pRj “ 1FqpKiq – pR2FqpKi´1q – ¨ ¨ ¨ – pRi`1FqpK0q “ pRi`1FqpAq.
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On the other hand, from the long exact sequence,

pR1FqpKiq “ cokerpFJ i Fgi
ÝÑ FKi`1q.

Since F is left-exact, the sequences

0 Ñ FKi ei
ÝÑ FJ i gi

ÝÑ FKi`1 and 0 Ñ FKi`1 Fei
ÝÑ FJ i`1

are exact, from which it follows that

cokerpFJ i Fgi
ÝÑ FKi`1q “ FKi`1{imFgi´1 “ kerFf i`1{imFf i “ Hi`1pFJ‚q.

Thus, pRi`1FqpAq “ Hi`1pFJ‚q, as required.

Sheaf cohomology. Let X be a topological space, and ShpXq be the category of sheaves of abelian groups on

X. Recall that ShpXq is an abelian category with enough injectives. Let

ΓpX, ‚q : ShpXq Ñ AbGrps

be the
::::::
global

:::::::
sections

:::::::
functor F Ñ FpXq and pφ : F Ñ Gq Ñ pφX : FpXq Ñ GpXqq. We have seen earlier

that ΓpX, ‚q is left-exact. So, we can consider the right derived functors.

Definition 4.4.5. Let X be a topological space. We defined the cohomology functors HipX, ‚q as the right

derived functors of the global sections functor ΓpX, ‚q. For a sheaf F of abelian groups on X, the group

HipX,Fq is called the ith cohomology group of X with coefficients in F .

Thus, we have H0pX,Fq “ FpXq for any F P ShpXq, and for any exact sequence

0 Ñ F Ñ G Ñ H Ñ 0

of sheaves of abelian groups on X, there is a long exact sequence

0 Ñ FpXq Ñ GpXq Ñ HpXq Ñ H1pX,Fq Ñ H1pX,Gq Ñ ¨ ¨ ¨

Sheaf cohomology is often difficult to compute directly from the definition. One of the techniques that is

frequently used for this is the comparison with Čech cohomology. We will consider this technique in detail a

bit later, and will now make only one observation. Given a continuous map f : X Ñ Y of topological spaces,

and a sheaf of abelian groups F on X, there is a natural homomorphism

HppY, f˚Fq Ñ HppX,Fq

between Čech cohomology groups, which comes from the map between Čech complexes associated with f .

We will not construct an analogous map in sheaf cohomology.

Proposition 4.4.6. Let f : X Ñ Y be a continuous map, and F be a sheaf of abelian groups on X. Then
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i. There is a natural homomorphism

HnpY, f˚Fq Ñ HnpX,Fq.

ii. If f is an embedding, then HnpY, f˚Fq – HnpX,Fq.

For the proof of (i), we need a general fact. We recall that a morphism φ‚ : M‚ Ñ N‚ of cochain complexes

is a
::::::::::::::::
quasi-isomorphism if the induces maps on cohomology HnpM‚q Ñ HnpN‚q are isomorphisms for all n.

Theorem 11. Let A be an abelian category that has enough injectives, and let m‚ be a cochain complexes

such that Mn “ 0 for n ă 0. There is a complex I‚ in A of injective objects and a quasi-isomorphisms of

complexes φ‚ : M‚ Ñ I‚ such that φn : Mn Ñ In is a monomorphism for all n.

Proof – omitted.

Proof of (i). Let G be a sheaf on Y , and let

0 Ñ G Ñ J0 Ñ J1 Ñ c ¨ ¨ ¨

be an injective resolution in ShpY q. Since the inverse image functor is exact, the sequence

0 Ñ f´1G Ñ f´1J0 Ñ f´1J1 Ñ c ¨ ¨ ¨

is exact in ShpXq, however the sheaves f´1J i are not necessarily injective. By the previous theorem, there

exists a complex I‚ of injective objects together with a quasi-isomorphism f´1J‚ Ñ I‚ such that f´1J i Ñ Ii

is injective for all i ě 0. In particular, since f´1J i is exact, I‚ is also exact. The composition f´1G Ñ

f´1J0 Ñ I0 is injective, and

0 Ñ f´1G Ñ I0 Ñ I1 Ñ ¨ ¨ ¨

is an injective resolution of f´1G. Moreover, we have a morphism of complexes

ΓpY, J‚q Ñ ΓpX, I‚q

obtained from the natural map

JnpY q Ñ pf´1JnqpXq Ñ InpXq,

which yields a homomorphism HnpY,Gq Ñ HnpY, f´1Gq. Applying this to G “ f˚F for a sheaf F on X, we

obtain maps

HnpY, f˚Fq Ñ HnpX, f´1f˚Fq

for all n ě 0. Finally, using the counit f´1f˚F Ñ F , we obtain the required map

HnpY, f˚Fq Ñ HnpX, f´1f˚Fq Ñ HnpX,Fq.

Proof of (ii). Let

0 Ñ F Ñ I0 Ñ I1 Ñ ¨ ¨ ¨

be an injective resolution. Since f˚ is exact for closed embeddings and always preserves injectives, it follows
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that

0 Ñ f˚F Ñ f˚I
0 Ñ f˚I

1 Ñ ¨ ¨ ¨

is an injective resolution of f˚F . Thus, the cohomology groups HnpY, f˚Fq can be computed using the

complex

0 Ñ pf˚I
0qpY q Ñ pf˚I

1qpY q Ñ ¨ ¨ ¨

But f˚pIqpY q “ IpXq, so this complex is identical to

0 Ñ f˚F Ñ I0pXq Ñ I1pXq,

which computes the cohomology groups HnpX,Fq. Thus, HnpY, f˚F – HnpX,Fq.

Higher direct images. The second important example of right derived functors are
::::::
higher

:::::
direct

::::::::
images. Let

f : X Ñ Y be a continuous map of topological spaces and recall the direct image functor f˚ : ShpXq Ñ ShpY q.

Definition 4.4.7. The higher direct image functors Rif˚ : ShpXq Ñ ShpY q are defined as the right derived

functors of the direct image functor f˚.

It turns out that for a sheaf F on X, the sheaves Rif˚pFq admit the following concrete description:

Proposition 4.4.8. For each i ě 0, the sheaf Rif˚pF is the sheaf associated to the presheaf

V ÞÑ Hipf´1pV q,F |f´1pV qq

where V Ă Y open.

Proof. Let us denote the sheaf associated to the above presheaf by HipX,Fq. Since the sheafification is an

exact functor PShpXq Ñ ShpXq, the functors HipX, ‚q yield a δ-functor from ShpXq to ShpY q. For i “ 0, we

have

H0pX,Fq “ f˚F “ R0f˚F .

Next, for an injective sheaf I on X, the sheaf f˚I is injective, so R
if˚pIq “ 0 for i ą 0. On the other hand, for

each open V Ă Y , the sheaf I|f´1pV q is injective on f´1pV q, so Hipf´1pV q, I|f´1pV qq “ 0 for i ą 0 and hence

HipX, Iq “ 0 for i ą 0. Thus, the functors Rif˚ and HipX, ‚q are both effaceable for i ą 0, and therefore

the δ-functors pRif˚qiě0 and pHipX, ‚qqiě0 are universal. So, in view of the equality R0f˚pFq “ H0pX,Fq,

we obtain an isomorphism of δ-functors Rif˚ – HipX, ‚q, as needed.

4.5 Acyclic sheaves

We have seen that sheaf cohomology can be computed using acyclic resolutions. In this section, we will

describe several classes of acyclic sheaves.

Flasque sheaves. Recall that a sheaf F on X is
::::::
flasque if the restriction maps FpUq Ñ FpV q are surjective

for any open sets V Ă U Ă X.

Theorem 12. Let F be a flasque sheaf of abelian groups on X. Then Hi ˚X,Fq “ 0 for all i ą 0.
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For the proof, we will need the following lemma which we will formulate in a somewhat more general form

than we need now.

We recall that a
::::::
ringed

:::::
space is a pair pX,Oq consisting of a topological space X and a sheaf of commutative

rings O on X. An O-module is a sheaf M of abelian groups on X such that for any open set U Ă X we are

given a map OpUq ˆMpUq
mU
ÝÑ MpUq that equips MpUq with an OpUq-module structure so that for V Ă U

the diagram in which the vertical arrows are restriction maps, is commutative.

Lemma 4.5.1. Let pX,Oq be a ringed space. Then every injective O-module I is flasque.

Proof. For an open U Ă X, let j : U ãÑ X be the inclusion map, and let OU “ j!pO|U q be the restriction of

O to U extended by zero outside U . Note that OU has a natural structure of an O-module. Indeed, recall

that OU is a sheaf associated to the presheaf FU defined by

FU pW q “

$

&

%

OpW q, W Ă U

0, W Ć W.

Clearly, ever a P OpW q acts by left multiplication on FU pW q, and this operation turns FU pW q into an

OpW q-module. Using the universal property of sheafification, one transfers this structure to OU , making

it into an O-module (in fact, this module is generated by the identity element 1U P OpUq.q For open

V Ă U Ă X, we have the inclusion 0 Ñ OV Ñ OU of O-modules arising from the obvious inclusion of

presheaves 0 Ñ FV Ñ FU . Since I is an injective O-module, we have a surjection

HomOpOU , Iq Ñ HomOpOv, Iq Ñ 0.

But any morphism φ : FU Ñ I is completely determined by φU p1U q P IpUq (where 1U P OpUq is the identity

element); hence the same is true for any morphism OU Ñ I. Thus, HomOpOU , Iq – IpUq and similarly,

HomOpOV , Iq – IpV q. So, we obtain that the restriction IpUq Ñ IpV q is surjective.

Proof of the theorem. Let F be a flasque sheaf on X. Since ShpX0 has enough injectives, we can embed F
into an injective sheaf I, and then consider the exact sequence

0 Ñ F Ñ I Ñ G Ñ 0

where G is the cokernel of of F Ñ I. Since F is flasque, we have an exact sequence of global sections

0 Ñ FpXq Ñ IpXq Ñ GpXq Ñ 0.

On the other hand, since I is injectives, we have HipX, Iq “ 0 for i ą 0. The long exact sequence then gives

the exact sequence

0 Ñ FpXq Ñ IpXq Ñ GpXq Ñ H1pX,Fq Ñ 0

and isomorphisms

Hi´1pX,Gq – HipX,Fq

for i ě 2. It follows that H1pX,Fq “ 0. Furthermore, since I is flasque, G is also flasque. So, using the

above we obtain the result by induction on i.
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Remark 5. In the theorem, we didn’t specify whether F is a sheaf of abelian groups or a sheaf of O-modules

in case pX,Oq is a ringed space. The reason is that the notion of a flasque sheaf does not depend on whether

F is viewed in one way of the other. For example, we can take a sheaf of O-modules F , take its injective

resolution O Ñ F Ñ I‚ in the category of O-modules (which is abelian with enough injectives). Then this

resolution is by flasque sheaves of abelian groups. It follows that the sheaf cohomology computed by viewing

F as a sheaf of O-modules coincides with the cohomology computed by viewing F as a sheaf of abelian

groups.

Any sheaf of abelian groups on a topological space X has a canonical flasque resolution called the
:::::::::
Godement

:::::::::
resolution. To construct it, we let π : EF Ñ X étale space associated to F . Recall that EF “

ś

xPX Fx, and
π is defined by sending any element of the stalk Fx to x. We have seen that for any open U Ă X, we have

FpUq “ tcontinuous sections s : U Ñ EF of πu

Now, for an open U Ă X we let C0FpUq denote the abelian of all (not necessarily continuous) sections

C0FpUqtt : U Ñ EF | π ˝ t “ idUu

Then we have the identification C0FpUq “
ś

xPU Fx. Moreover, for open V Ă U Ă X, there is a natural

restriction map

C0FpUq “
ź

qx P UFx Ñ
ź

xPV

Fx “ C0FpV q,

and this data assembles to give a flasque sheaf C0F . It follows from the definition that F is a subsheaf of

C0F , the embedding FpUq Ñ C0FpUq is given by f ÞÑ pρUx pfqqxPU . Thus, we have an exact sequence of

sheaves

0 Ñ F Ñ C0F Ñ Q1 Ñ 0

where Q1 is the cokernel of the natural inclusion. Repeating this construction, we obtain exact sequences

0 Ñ Q1 Ñ C0Q1 Ñ Q2 Ñ 0

0 Ñ Q2 Ñ C0Q2 Ñ Q3 Ñ 0

and so on. Splicing these sequences together and setting CkF “ C0Qk, we obtain a long exact sequence

0 Ñ F Ñ C0F Ñ C1F Ñ ¨ ¨ ¨

Moreover, since each CiF “ C0Qi is flasque, this sequence is a flasque resolution of F .

Fine sheaves. These are important for topological applications.

Definition 4.5.2. Let φ : F Ñ G be a morphism of sheaves of abelian groups on a topological space X. For

each x P X, denote by φx : Fx Ñ Gx the corresponding morphism of stalks. We define the support of φ to be

suppφ “ tx P X | φx ‰ 0u

Definition 4.5.3. Let X be a topological space.
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1. We say that an open cover U “ tUiuiPI is locally finite if every point x P X has a neighborhood that

meets only finitely many of the Ui’s.

2. We say that X is paracompact if it is Hausdorff and every open cover of X admits a locally finite

refinement.

Example 4.5.4. 1. Every compact space is paracompact.

2. Every locally compact Hausdorff second-countable space is paracompact (second-countable condition is

essential – long line is not paracompact although it is locally compact).

3. Every metric space is paracompact.

Definition 4.5.5. Let F be a sheaf of abelian groups on a topological space X, and let U “ tUiuiPI be

a locally finite open cover of X. A partition of unity for F subordinate to U is a collection of morphisms

ηi : F Ñ F pi P Iq such that

1. suppηi Ă Ui, and

2. for each x P X, we have
ř

iPI ηi,x “ idFx .

Note that the sum in p2q is finite because by assumption every x P X has a neighborhood that intersects

only finitely many of the Ui, hence x lies in the support of only finitely many of the ηi.

Definition 4.5.6. A sheaf F on a topological space X is fine if for every locally finitely open cover of X

there exists a partition of unity subordinate to this open cover.

Theorem 13. Let X be a topological space in which every open set is paracompact. Given a fine sheaf F
on X, the restriction F |U is acyclic for every open U Ă X.

The proof proceeds along the same lines as the acyclicity of flasque sheaves using the following statement:

Proposition 4.5.7. Let

0 Ñ F α
ÝÑ G β

ÝÑ H Ñ 0

be an exact sequence of sheaves of abelian groups on a paracompact space X.

i. If F is fine then the sequence of global sections

0 Ñ FpXq
αX
ÝÑ GpXq

βX
ÝÑ HpXq Ñ 0

is exact.

ii. Assume moreover that every open subset of X is paracompact. If F if finite and G is flasque then H is

flasque.

Proof. i. We only need to prove that βX is surjective. Let h P HpXq Since βx : Gx Ñ Hx is surjective

for every x P X, we can find an open cover U “ tUiuiPI of X such that for each i P I, there exists
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gi P GpUiq with βUipgiq “ h|Ui . Since X is paracompact, we can assume that U is locally finite. Now,

for any i, j P I, we have

βUij pgi|Uij ´ gj |Uij q “ h|Uij ´ h|Uij “ 0,

where Uij “ Ui X Uj as in our discussion of Čech cohomology. Since the sequence

0 Ñ FpUijq
αUij
ÝÑ GpUijq

βUij
ÝÑ HpUijq

is exact, there exists fij P FpUijq such that

αUij pfijq “ gi|Uij ´ gj |Uij .

Then for any i, j, k P I, we have

αUijkpfij |Uijk ´ fjk|Uijkq “ pgi|Uijk ´ gj |Uijkq ` pgj |Uijk ´ gk|Uijkq “ gi|Uijk ´ gk|Uijk “ αUijkpfik|Uijkq

Since F is finte, there exists a partition of unity ηi : F Ñ F subordinate to the cover U . Then

ηj,Uij pfijq P FpUijq,

and by construction

Sj :“ supppηjq Ă Uj .

Consider the open set Vij “ UizSj . Then Ui “ Uij Y Vij and the restriction of ηj,Uijpfijq to Uij X Vij

is zero. So, there exists f̃ ij P FpUiq that restricts to ηj,Uij pfijq on Uij and to zero on Vij . Set

ti “
ÿ

kPI

f̃qik P FpUiq

This sum is understood as follows: each point in Ui has a neighborhood where all but finitely many of

the f̃ik are zero, so the restriction of ti to this neighborhood makes sense. These “local” sums agree

on overlaps, and hence give rise to the unique element of FpUiq. The sums in the computation that

follows are interpreted similarly. On Uij , we have

ti ´ tJ “
ÿ

kPI

pf̃ik ´ f̃jkq “
ÿ

kPI

ηk,Uij pfik ´ fjkq “
ÿ

kPI

ηk,Uij pfijq “ fij

So,

αUij pfi ´ fjq “ αUij pfijq “ gi|Uij ´ gj |Uij ,

It follows that

pgi ´ αpfiqq|Uij “ pgj ´ αpfjqq|Uij ,

and hence there exists g P GpXq such that g|Ui “ gi ´ αpfiq. Then

βXpgq|Ui “ βUipgiq “ h|Ui ,

and therefore βXpgq “ h, proving the surjectivity of βX

80



ii. If every open subset U Ă X is paracompact, the preceding argument gives the exactness of

0 Ñ FpUq Ñ GpUq Ñ HpUq Ñ 0.

If G is flasque, then one easily deduces that H is flasque.

Remark 4.5.8. The argument we just gave shows that Ȟ1pU ,Fq “ 0 for any fine sheaf F and a locally

finite cover U . In fact, in this case ȞqpU ,Fq “ 0 for all q ą 0.

Suppose now that pX,Oq is a ringed space, and assume that for every locally finite cover U “ tUiuiPI , the

sheaf O has a partition of unity subordinate to U in the following sense: there exist global sections si P OpXq

for all i P I such that supppsiq Ă Ui and
ř

iPI si “ 1, or equivalently
ř

iPI si,x “ 1 in every stalk.

Proposition 4.5.9. Let pX,Oq be a ringed space. Assume that for every locally finite open cover U “ tUiuiPI ,

the sheaf O has a partition of unity subordinate to U . Then every sheaf F of O-modules is fine.

Proof. Let Any section s P OpXq defined an endomorphism s̃ : F Ñ F such that for any open U Ă X,

s̃U : FpUq Ñ FpUq is left multiplication by ρXU psq. Then, if tsiuiPI is a partition of unity subordinate to a

locally finite open cover U “ tUiu, for any O-module F , the family ts̃iuiPI is a partition of unity for F .

Example 4.5.10. Let X be a (connected, second-countable) n-dimensional manifold. Then X is paracom-

pact, and so is every open subset of X. Let O be the sheaf of rings of smooth functions. It is a classical

result that for every locally finite cover U “ tUiuiPI , there is a partition of unity. It follows that every sheaf

of O-modules has a partition of unity, and hence is acyclic. In particular, the sheaves Apkq of differential

k-forms are acyclic. This is crucial for the proof of de Rham’s Theorem.

Yet another important class of acyclic sheaves is
::::
soft

::::::
sheaves. We recall that given an embedding of topological

spaces ι : A ãÑ X, for a sheaf F on X, one defined the inverse image ι´1F as the sheafification of the following

presheaf:

GpUq “ lim
VĄιpUq

FpV q.

In particular, there are maps FpXq Ñ GpAq Ñ pι´1FqpAq. We say that F is
:::
soft if this composite map

is surjective for every closed subset A Ă X. One shows that if X is paracompact, the flasque and fine

sheaves of abelian groups are soft. On the other hand, for any soft sheaf F on a paracompact space we have

HppX,Fq “ 0 for p ą 0, i.e. F is acyclic.

4.6 Čech cohomology and sheaf cohomology

Let X be a topological space, U “ tUiuiPI is an open cover of X, and F be a sheaf of abelian groups on X.

Earlier, we constructed the Čech resolution of F :

0 Ñ F Ñ Č 0pU ,Fq Ñ Č 1pU ,Fq Ñ ¨ ¨ ¨
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where Č ppU ,Fq is the sheaf on X whose sections over an open U Ă X are given by

Č ppU ,FqpUq “
ź

pi0,¨¨¨ ,ipqPIp`1

FpU X Ui0¨¨¨ipq

Given an injective resolution

0 Ñ F Ñ I0 Ñ I1 Ñ ¨ ¨ ¨ ,

there is a morphism of resolutions

0 F Č 0pU ,Fq Č 1pU ,Fq ¨ ¨ ¨

0 F I0 I1 ¨ ¨ ¨

Taking global sections, we obtain a commutative diagram of complexes

0 Č 0pU ,FqpXq Č 1pU ,FqpXq ¨ ¨ ¨

0 I0pXq I1pXq ¨ ¨ ¨

Since the top row computes the Čech cohomology groups Ȟ‚pU ,Fq, we obtain functorial (in F) maps

ȞppU ,Fq Ñ HppX,Fq. Our goal is to establish this map as an isomorphism. But first, we will estab-

lish the Čech acyclicity of flasque sheaves.

Proposition 4.6.1. Let F be a flasque sheaf on a topological space X. Then ȞppU ,Fq “ 0 for all p ą 0

for any open cover U of X.

Proof. We have seen earlier that since F is flasque, the Čech resolution 0 Ñ F Ñ Č ‚pU ,Fq is also flasque

for any open cover U , and therefore computes the sheaf cohomology. On the other hand, by design, it always

computes Čech cohomology. So, we obtain that ȞppU ,Fq – HppX,Fq for all p ě 0 and any open cover U .
But HppX,Fq “ 0 for p ą 0 since F is flasque. So, ȞppU ,Fq “ 0 for p ą 0.

We say that an open cover U “ tUiuiPI of X is acyclic for a sheaf F if for any i0, ¨ ¨ ¨ in P I we have

HppUi0,¨¨¨in ,F |Ui0,¨¨¨in
q “ 0 for all p ą 0.
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Chapter 5

Grothendieck topologies

Wojciech Tralle

5.1 Introduction

One of the goals of this talk is to motivate the notions of a Grothendieck site and a sheaf on a site as

generalizations of a topological space and a sheaf on a topological space. The classical definition of a sheaf

begins with a topological space X. A sheaf associates information to the open sets of X. This information

can be phrased abstractly by letting OppXq be the category whose objects are the open subsets U of X and

whose morphisms are the inclusion maps V ãÝÑ U of open sets U and V of X. We will call such maps open

immersions, just as in the context of schemes. Then a presheaf on X is a contravariant functor from OppXq

to the category of sets, and a sheaf is a presheaf that satisfies the gluing axiom (here we are including the

separation axiom). The gluing axiom is phrased in terms of pointwise covering, i.e. tUiuiPI covers U if and

only if
Ť

iPI Ui “ U . In this definition, Ui is an open subset of X. Grothendieck topologies replace each Ui

with an entire family of open subsets; in this example, Ui is replaced by the family of all open immersions

Vij Ñ Ui. Such a collection is called a site. Pointwise covering is replaced by the notion of a covering family;

in the above example, the set of all tVij Ñ UiujPJi as i varies is a covering family of U . Sites and covering

families can be axiomatized, and once this is done open sets and pointwise covering can be replaced by other

notions that describe other properties of the space X. Finally, Grothendieck topologies are the necessary

machinery for étale topology used in sheaf cohomology. It turns out that the étale topology is a Grothendieck

topology only but not an ordinary topology.

Definition 5.1.1. Let C be a category. A family of morphisms with a fixed target in C is given by

an object U P C, a set I and for each i P I a morphism Ui Ñ U of C with target U . We use the notation

tUi Ñ UuiPI to indicate this. It can happen that I is empty.

Definition 5.1.2. A Grothendieck topology T on a category C is a collection CovpCq of families of

morphisms tϕi : Ui Ñ UuiPI with a fixed target, called coverings of C, satisfying the following three properties:

(1) If ϕ : V Ñ U is an isomorphism in C, then tϕ : V Ñ Uu is a covering (e.g. idU : U Ñ U is a covering

for any U P C).
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(2) If tϕi : Ui Ñ UuiPI is a covering and tψij : Vij Ñ UiujPJi is a covering for each i P I, then tϕi ˝ ψij :

Vij Ñ UuiPI,jPJi is a covering.

(3) If V Ñ U is a morphism in C and tUi Ñ UuiPI is a covering, then the fiber products Ui ˆU V exist in

C and tUi ˆU V Ñ V uiPI is a covering.

Definition 5.1.3. A category C together with a Grothendieck topology T is called a site. We denote it by

pC, T q or simply T if the category C is clear from the context.

Example 5.1.4. Any ordinary topology can also be viewed as a Grothendieck topology. Given a topological

space X, we define CovpXq to be the families of open covers tUi Ñ UuiPI where each Ui is open, the Ui Ñ U

are the inclusion maps, and U “
Ť

iPI Ui. In this case, the fibered products Ui ˆU V are just Ui X V .

In one of the sections that follow we will see an example of a Grothendieck topology that does not come from

an ordinary topology.

Definition 5.1.5. A presheaf on a site T is a contravariant functor F from the underlying category C to

Set.

Definition 5.1.6. For each morphism ϕ : V Ñ U , F gives a map Fpϕq : FpUq Ñ FpV q. When ϕ is specified

or unambiguous from the context we can write Fpϕqpsq “ s|V . Given any covering tϕi : Ui Ñ UuiPI , we can

consider the map

FpUq Ñ
ź

iPI

FpUiq

given by s ÞÑ ps|UiqiPI . We say that F is separated if this map is injective for every covering in CovpCq.

Definition 5.1.7. A morphism ϕ : F Ñ G of presheaves with values in C is defined as a morphism of

contravariant functors.

Remark 6. If we have a covering tϕi : Ui Ñ UuiPI , then we also get coverings tUi ˆU Uj Ñ UiujPI and

tUi ˆU Uj Ñ UjuiPI . These give rise to maps FpUiq Ñ FpUi ˆU Ujq and FpUjq Ñ FpUi ˆU Ujq. We say that

a pair of elements si P FpUiq and sj P FpUjq are compatible if

si|UiˆUUj “ sj |UiˆUUj .

In order for F to be a sheaf, we need to be able to glue compatible collections, which motivates the following

definition:

Definition 5.1.8. A sheaf is a separated presheaf that satisfies

tpsiqiPI P
ź

iPI

FpUiq | si|UiˆUUj “ sj |UiˆUUj for all i, j P Iu “ impFpUq Ñ
ź

iPI

FpUiqq

for every tUi Ñ UuiPI P CovpCq. In other words, a presheaf F is a sheaf if for every tUi Ñ UuiPI P CovpCq

the following diagram is exact in C:

FpUq
ś

iPI FpUiq
ś

i,jPI FpUi ˆU Ujq

Morphisms of sheaves are defined as morphisms of underlying presheaves.
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Remark 7. Note that in the special case of topological space, Ui ˆU Uj becomes Ui XUj and we recover the

gluing sheaf axiom. In fact, our new definition of sheaf agrees with the standard definition for topological

spaces.

Definition 5.1.9. Let pT , Cq and pT 1, C1q be two sites. A morphism of Grothendieck topologies T Ñ T 1

is a functor η : C Ñ C1 of the underlying categories with the following two properties:

(1) If tϕi : Ui Ñ UuiPI P CovpCq then tηpϕiq : ηpUiq Ñ ηpUquiPI P CovpC1q.

(2) For tUi Ñ UuiPI P CovpCq and V Ñ U is a morphism in C then the canonical morphism

ηpUi ˆU V q Ñ ηpUiq ˆηpUq ηpV q

is an isomorphism for all i P I.

Example 5.1.10. Let f : X Ñ Y be a continuous map of topological spaces. Let pTX , OppXqq and

pTY , OppY qq be the corresponding sites of open sets. We have a functor η : OppY q Ñ OppXq via U ÞÑ f´1pUq.

We claim that this gives a morphism of Grothendieck topologies.

(1) tUi Ñ UuiPI P CovpOppY qq ô
Ť

iPI Ui “ U . Since the inverse image of a continuous map commutes

with unions, we have
Ť

iPI f
´1pUiq “ f´1pUq ñ tf´1pUiq Ñ f´1pUquiPI P CovpOppXqq.

(2) tUi Ñ UuiPI P CovpOppY qq and V Ñ U a morphism in OppY q ô U “
Ť

iPI Ui and V Ď U Ď Y .

Since the inverse image of a continuous map commutes with intersections, we have (by translating our

notatation)

f´1pUi ˆU V q “ f´1pUi X V q “ f´1pUiq X f´1pV q “ f´1pUiq ˆf´1pUq f
´1pV q.

5.2 Two more examples of Grothendieck topologies

Definition 5.2.1. A morphism U Ñ V in C is called an epimorphism, if the map HompV,Zq Ñ HompU,Zq

is injective for each Z P C. A morphism U Ñ V is called an effective epimorphism, if the following diagram

is exact for each Z P C:

HompV,Zq HompU,Zq HompU ˆV U,Zq

Here the two right-hand maps are induced from the projections of U ˆV U onto the first and second factor.

Definition 5.2.2. A map U Ñ V is called a universal effective epimorphism, if U ˆV V
1 Ñ V 1 is an

effective epimorphism for each morphism V 1 Ñ V in C.

Remark 8. These notions generalize to families of morphisms Ui Ñ V into a fixed object V , namely a family

tUi Ñ V uiPI is a family of epimorphisms if

HompV,Zq Ñ
ź

iPI

HompUi, Zq
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is injective for each Z P C. It is a family of effective epimorphisms if the diagram

HompV,Zq
ś

iPI HompUi, Zq
ś

i,jPI HompUi ˆV Uj , Zq

is exact for each Z P C. Finally, it is a family of universal effective epimorphisms if tUi ˆV V
1 Ñ V 1uiPI

is a family of effective epimorphisms for each morphism V 1 Ñ V in C.

Definition 5.2.3. Let C be a category where fiber products exist. The canonical topology T on C is

defined by taking as the set of coverings, the collection of all families tUi Ñ UuiPI of universal effective

epimorphisms in C.

Remark 9. One can show that for the canonical topology T the axioms (1), (2) and (3) of Definition 5.1.2

hold so the canonical topology gives an example of a Grothendieck topology.

Remark 10. Note that it is now immediate from the definition of T that each representable presheaf of

sets, i.e. presheaf of the form U ÞÑ HompU,Zq for a fixed Z P C, is a sheaf.

Definition 5.2.4. Let G be a group. We define the category of (left) G-sets as the catagory whose objects

are sets X with a left G-action. Its morphisms are the G-equivariant maps (recall that if X,Y are sets with

left G-action then a map f : X Ñ Y is called G-equivariant if fpg ¨ xq “ g ¨ fpxq for all g P G, x P X).

Remark 11. One can show that the category of G-sets has fiber products.

Example 5.2.5. An important example of a G-set is GG which is the G-set whose underlying set is G and

the action is given by left multiplication.

Proposition 5.2.6. Let G be an arbitrary group and let C be the category of (left) G-sets. We declare a

family of morphisms tϕi : Ui Ñ UuiPI to be a family of coverings if

U “
ď

iPI

ϕipUiq.

This way, we obtain a Grothendieck topology, denoted by TG on C, i.e. TG satisfies the axioms (1), (2) and

(3) of Definition 5.1.2.

Proof. (1) Let ϕ : V Ñ U be an isomorphism in C. Then tϕ : V Ñ Uu is a covering because U “ ϕpV q.

(2) Let tϕi : Ui Ñ UuiPI be a covering and tψij : Vij Ñ UiujPJi be a covering for all i P I. Since

tψij : Vij Ñ UiujPJi is a covering we have Ui “
Ť

jPJi
ψijpVijq for all i P I. After applying ϕi we obtain

ϕipUiq “ ϕip
ď

jPJi

ψijpVijqq “
ď

jPJi

ϕi ˝ ψijpVijq.

Taking the union over i P I we get

U “
ď

iPI

ϕipUiq “
ď

iPI,jPJi

ϕi ˝ ψijpVijq

where the first equality follows because tϕi : Ui Ñ UuiPI is a covering.

(3) Let f : V Ñ U be a morphism in C. Let tϕi : Ui Ñ UuiPI be a covering. We know that the fiber products

Ui ˆU V exist in C so it suffices to show that tpi : Ui ˆU V Ñ V uiPI is a covering, i.e. V “
Ť

iPI pipUi ˆU V q,

which is clear.
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Remark 12. A more conceptual explanation why the axioms (1), (2) and (3) hold for G-sets is as follows.

The fiber products of left G-sets are taken in the category of sets. In other words, the forgetful functor from

the category of G-sets to the category of sets commutes with inverse limits (because it has an adjoint, the

functor S ÞÑ G ˆ S). Thus, taking pullbacks preserve the notion of covering, and it is easy to see the other

axioms are satisfied too: if we have a cover of each of the Ui (which cover U), then collecting them gives a

cover of U . Similarly, an isomorphism is a cover. This is obvious from the definition.

Remark 13. We have seen that each left G-set Z defines a sheaf on the topology TG via U Ñ HomGpU,Zq

(see the example of canonical topology). We will show that we obtain all sheaves of sets on TG in this way.

Proposition 5.2.7. The functor Z Ñ HomGp´, Zq is an equivalence between the category of (left) G-sets

and the category of sheaves of sets on TG. The functor F Ñ FpGq from the category of sheaves of sets on

TG to the category of (left) G-sets is a quasi-inverse to Z Ñ HomGp´, Zq.

Proof. Here the structure of FpGq as a G-set is defined as follows. For g P G and s P FpGq let g ¨s “ Fpαgqpsq,

where αg : G Ñ G is the map g1 ÞÑ g1g. This is a left action because:

pg1 ¨ g2q ¨ s “ Fpαg1g2qpsq “ Fpαg2 ˝ αg1qpsq “ Fpαg1qpFpαg2qpsqq “ g1 ¨ pg2 ¨ sq.

The composite of the functors Z Ñ HomGp´, Zq and F Ñ FpGq assigns to each left G-set Z the left G-set

HomGpG,Zq, which can be canonically identified with Z. The composite of F Ñ FpGq and Z Ñ HomGp´, Zq

assigns to each sheaf F the sheaf HomGp´,FpGqq. We have to show that there is an isomorphism

F –
ÝÑ HomGp´,FpGqq

which is functorial in F . Let U be a left G-set. Then tϕu : G Ñ UuuPU is a covering in the topology TG,
where ϕupgq is defined for each u P U by ϕupgq “ gu. For a sheaf F we have the exact diagram

FpUq
ś

uPU FpGq
ś

u,vPU FpGˆU Gq

corresponding to this covering. It remains to show that the image of the injective map Φ : FpUq Ñ
ś

uPU FpGq “ HompU,FpGqq is precisely the subset HomGpU,FpGqq of G-equivariant maps U Ñ FpGq.

Once we prove this, we get an isomorphism

FpUq
–

ÝÑ HomGpU,FpGqq

which is functorial in U , hence an isomorphism of sheaves, and it is functorial in F .

Let us prove this remaining claim, i.e. prove that impΦq “ HomGpU,FpGqq Ď
ś

uPU FpGq. Denote by
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d1 “ p˚
1 and d2 “ p˚

2 the maps induced by the projections p1 : GˆU G Ñ G and p2 : GˆU G Ñ G. We have

FpUq
ś

uPU FpGq HompU,FpGqq

s
”

Φpsq : U FpGq

ı

u ϕ˚
upsq “ Fpϕuqpsq

Φ
“

First, note that Φpsq is G-equivariant. In fact,

g ¨ pΦpsqpuqq “ α˚
g ˝ ϕ˚

upsq “ pϕu ˝ αgq˚psq “ Φpsqpguq.

We want to show that the equalizer of d1 and d2 is HomGpU,FpGqq. If s “ psuquPU P
ś

uPU FpGq then

d1psq and d2psq are families d1psqu,v and d2psqu,v in FpGˆU Gq “ Fptpg, hq P GˆG | gu “ hvuq because the

following diagram commutes

GˆU G G

G U

p2

p1

Also d1psqu,v “ p˚
1 psuq and d2psq “ p˚

2 psvq. First, let us show that s “ psuquPU is G-equivariant. We have

p˚
1 psuq “ p˚

2 psvq for all u, v P U . We want to show that sgu “ α˚
g psqpuq for all u P U, g P G. Fix u P U, f P G

and let v “ fu. Consider the map ιg : G Ñ GˆUG “ tpg, hq P GˆG | gu “ hvu given by g ÞÑ pgf, gq. Observe

the following identities: p2 ˝ ιf “ idG and p1 ˝ ιf “ αf . We compute sfu “ sv “ ι˚fp
˚
2sv “ ι˚fp

˚
1su “ α˚

f su,

so s is G-equivariant as required. Conversely, let s “ psuquPU be G-equivariant, i.e. α˚
f su “ sfu. We want

to show that p˚
1su “ p˚

2sv for all u, v P U in Fptpg, hq P G ˆ G | gu “ hvuq. Let Eu,v “ tg P G | fu “ vu

and consider the map Ψ : G ˆ Eu,v Ñ G ˆU G given by pg, fq ÞÑ pgf, gq. We can view G ˆ Eu,v as the

disjoint union
Ů

fPEu,v
G so that Ψ is a map of G-sets, componentwise given by the maps ιf . Note that Ψ is

an isomorphism with inverse pg, hq ÞÑ ph, h´1gq. Since F is a sheaf, it is additive, in the sense that we have

FpA\Bq “ FpAq ˆ FpBq. Thus,

FpGˆU Gq – FpGˆ Eu,vq –
ź

fPEu,v

FpGq.

By construction, an element x P FpG ˆU Gq maps to the family pι˚fxqfPEu,v . Since this is an isomorphism,

to prove p˚
1su “ p˚

2sv, it is enough to prove this equality after applying ι˚f for all f P Eu,v, i.e. for all f such

that fu “ v. We compute

ι˚fp
˚
1su “ α˚

f su “ sfu “ sv “ ι˚fp
˚
2sv

which finishes the proof.

Remark 14. Alternatively, we could have shown the required isomorphism FpUq Ñ HomGpU,FpGqq by

observing the following. Any left G-set U can be written as a disjoint union of orbits, U “
Ů

iPI Oi. Since

F is a sheaf, we have an isomorphism FpUq “ Fp
Ů

iPI Oiq –
ś

iPI FpOiq. Similarly, HomGpU,FpGqq –
ś

iPI HomGpOi,FpGqq. Thus, we may assume that U is a single orbit. Consider the covering tϕu : G Ñ

UuuPU with ϕupgq “ gu. Fix u P U . We get the map Φ “ Fpϕuq “ ϕ˚
u : FpUq Ñ FpGq. Denote

by H “ StabGpuq the stabilizer of u in G. Since U is a single orbit we have HomGpU,FpGqq “ FpGqH

88



the subset of H-invariant elements and one can check that G ˆU G “ tpg, ghq | g P G, h P Hu. Hence,

FpGˆU Gq “ Fp
Ů

hPH Gq –
ś

hPH FpGq. Thus, the sheaf property reads as follows:

FpUq FpGq
ś

hPH F pGq
Φ

p˚
1

p˚
2

where p˚
1 and p˚

2 into a factor FpGq differ by multiplication by an element h P H. Hence, FpUq – impΦq –

FpGqH – HomGpU,FpGqq.

5.3 Sheafification and its categorical properties

We would like to have a procedure for turning an arbitrary presheaf into a sheaf. If C is not a topological

space then it no longer makes sense to talk about the stalks of a (pre)sheaf and the familiar method of

sheafification does not work. Fortunately, there is a more general construction that works for a presheaf

defined on any site.

Lemma 5.3.1. Given a pair of coverings tUi Ñ UuiPI and tVj Ñ UujPJ of a given object U of the site T ,

there exists a covering which is a common refinement.

Proof. Since T is site we have that for every i P I the family tVj ˆU Ui Ñ UiujPJ is a covering. And, then

another axiom implies that tVj ˆU Ui Ñ Uui,jPI is a covering of U . Clearly, this covering refines both given

coverings.

The central ingredient of this construction is the zeroth Čech cohomology group:

Definition 5.3.2. If F is a presheaf on C and U “ tUi Ñ UuiPI is an element of CovpCq, then we define the

zeroth Čech cohomology group by

Ȟ0pU ,Fq “

!

psiqiPI P
ź

iPI

FpUiq | si|UiˆUUj “ sj |UiˆUUj for all i, j P I
)

.

In other words, these are collections of elements with compatible restrictions.

Remark 15. If F is a sheaf then Ȟ0pU ,Fq is isomorphic to FpUq.

We also need to know what a morphism of coverings is:

Definition 5.3.3. If U “ tUi Ñ UuiPI and V “ tVj Ñ V ujPJ are coverings, then a morphism of coverings

V Ñ U consists of three pieces of information denoted by a triple pχ, α, χjq. Here α : J Ñ I is a map of sets,

χ : V Ñ U is a morphism, and χj : Vj Ñ Uαpjq is a morphism for each j P J . Finally, we require that the

following diagram commutes for each j P J :

Vj Uαpjq

V U

χj

χ
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Remark 16. Write χ˚
j to denote Fpχjq. Then any morphism pχ, α, χjq : V Ñ U induces a map

Ψ : Ȟ0pU ,Fq Ñ Ȟ0pV,Fq defined by psiqiPI ÞÑ pχ˚
j psαpjqqqjPJ .

Proposition 5.3.4. This map is well-defined and depends only on χ.

Proof. First we check that the map is well-defined. That is, for psiqiPI P Ȟ0pU ,Fq, we need to check that

pχ˚
j psαpjqqqjPJ P Ȟ0pV,Fq. For j, j1 P J we need to show that χ˚

j psαpjqq and χ˚
j1 psαpj1qq have the same

restriction in FpVj ˆV Vj1 q. The relevant objects in C can be put into a commutative diagram as follows

Uαpj1q U

Vj1 V

Uαpjq ˆU Uαpj1q Uαpjq

Vj ˆV Vj1 Vj

After applying F , we get

FpUαpj1qq FpUq

FpVj1 q FpV q

FpUαpjq ˆU Uαpj1qq FpUαpjqq

FpVj ˆV Vj1 q FpVjq

Here pχ˚
j psαpjqqqjPJ comes from sαpjq P FpUαpjqq and χ˚

j1 psαpj1qq comes from sαpj1q P FpUαpj1qq. Since psiqiPI P

Ȟ0pU ,Fq, we know that

sαpjq|UαpjqˆUUαpj1q
“ sαpj1q|UαpjqˆUUαpj1q

,

and from the commutativity of the diagram above it follows that

χ˚
j psαpjqq|VjˆV Vj1 “ χ˚

j1 psαpj1qq|VjˆV Vj1 .

Thus, pχ˚
j psαpjqqq P Ȟ0pV,Fq as claimed.

Now we want to show that the map depends only on χ. Suppose that we have two morphisms pχ, α, χjq and

pψ, β, ψjq from V to U with χ “ ψ. Then given an arbitrary psiqiPI P Ȟ0pU ,Fq, we want to show that for

each j we have

χ˚
j psαpjqq “ ψ˚

j psβpjqq.
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Since pχ, α, χjq and pψ, β, ψjq are morphisms, we get the following diagram

Vj

Uαpjq Uβpjq

V U
χ“ψ

χj

ψj

This means that pχj , ψjq defines a map from Vj to Uαpjq ˆU Uβpjq making the following diagram commutative

Vj

Uαpjq ˆU Uβpjq

Uαpjq Uβpjq

χj ψj

After applying F we get

FpVjq

FpUαpjq ˆU Uβpjqq

FpUαpjqq FpUβpjqq

χ˚
j ψ˚

j

So to show that χ˚
j psαpjqq “ ψ˚

j psβpjqq it is enough to show that sαpjq and sβpjq have the same image in

FpUαpjq ˆU Uβpjqq. But this is true by assumption since psiqiPI P Ȟ0pU ,Fq, so we’re done.

Remark 17. If we require that U “ V and χ “ idU , then Proposition 5.3.4 tells us that we get exactly one

induced map Ȟ0pU ,Fq Ñ Ȟ0pV,Fq.

Remark 18. Now fix an object U P C. For U and V covers of U , write U ď V if there exists a morphism

V Ñ U with χ “ idU . Then the covers of U form a direct system. Explicitly, if U “ tUi Ñ UuiPI and

V “ tVj Ñ UujPJ are coverings, then W “ tUi ˆU Vj Ñ UuiPI,jPJ is a covering and U ,V ď W. To see that

U ď W it suffices to observe we have a morphism pidU , α, χijq : W Ñ U where α is given by pi, jq ÞÑ i and

χij is the obvious map Ui ˆU Vj Ñ Ui. The proof of V ď W is similar.

Whenever we have U ď V, we get a unique map Ȟ0pU ,Fq Ñ Ȟ0pV,Fq. This means that we can view the

groups Ȟ0pU ,Fq as a direct system. This motivates the following definition:

Definition 5.3.5. We define F` by taking the direct limit of this direct system:

F`pUq “ lim
ÝÑ
U

Ȟ0pU ,Fq.

Remark 19. We make F` into a presheaf by defining restriction maps. Let χ : V Ñ U be any morphism.

Then we need to define a homomorphism F`pUq Ñ F`pV q. An element x̄ P F`pUq can be represented by

an element x P Ȟ0pU ,Fq for some covering U “ tUi Ñ UuiPI . By axiom (3) of the Definition 5.1.2, we know
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that there is a covering V “ tUi ˆU V Ñ V uiPI , and there is an obvious map V Ñ U . Let y be the image of

x under the induced map Ȟ0pU ,Fq Ñ Ȟ0pV,Fq and let ȳ be the image of y in the direct limit that defines

F`pV q. Then x̄ ÞÑ ȳ is the desired restriction map. By Proposition 5.3.4, this map is well-defined.

Lemma 5.3.6. The map θ : F Ñ F` has the following property: For every object U of C and a section

s P F`pUq there exists a covering U “ tUi Ñ UuiPI such that s|Ui is in the image of θUi : FpUiq Ñ F`pUiq.

Proof. Let tUi Ñ UuiPI be a covering such that s arises from the element psiqiPI P Ȟ0ptUi Ñ UuiPI ,Fq.

According to Proposition 5.3.4, we may consider the covering tUi Ñ UiuiPI and the (obvious) morphism of

coverings tUi Ñ UiuiPI Ñ tUi Ñ UuiPI to compute the pullback of s to an element of F`pUiq. And in fact,

using this covering we get exactly θpsiq for the restriction of s to Ui.

Remark 20. We would like to know if F` is a sheaf. The answer is not necessarily yes, but we have the

following useful result:

Theorem 14. Let F be a presheaf of sets. The following hold:

(1) The presheaf F` is separated.

(2) If F is separated, then F` is a sheaf and the map of presheaves θ : F Ñ F` is an injective.

(3) If F is a sheaf, then θ : F Ñ F` is an isomorphism.

(4) The presheaf F`` is always a sheaf.

Proof. Proof of (1). Suppose that s, s1 P F`pUq and suppose that there exists some covering tUi Ñ UuiPI

such that s|Ui “ s1|Ui for all i. We now have three coverings of U : the covering tUi Ñ UuiPI above, a

covering U for s as in Lemma 5.3.6 and a similar covering U 1 for s1. By Lemma 5.3.1, we can find a common

refinement, say tWj Ñ Uuj . This means we have sj , s
1
j P FpWjq such that s|Wj “ θpsjq, similarly for s1|Wj ,

and such that θpsjq “ θps1
jq. This last equality means that there exists some covering tWjk Ñ Wjuk such

that sj |Wjk
“ s1

j |Wjk
. Then since tWjk Ñ Uu is a covering, we see that s, s1 map to the same element of

Ȟ0ptWjk Ñ Uu,Fq as desired.

Proof of (2). It is clear that F Ñ F` is injective because all the maps FpUq Ñ Ȟ0pU ,Fq are injective. It

is also clear that, if U Ñ U 1 is a refinement, then Ȟ0pU 1,Fq Ñ Ȟ0pU ,Fq is injective. Now, suppose that

tUi Ñ UuiPI is a covering, and let psiqiPI be a family of elements of F`pUiq satisfying the sheaf condition

si|UiˆUUj “ sj |UiˆUUj for all i, j P I. Choose coverings (as in Lemma 5.3.6) tUij Ñ Uiu such that si|Uij is

the image of the (unique) element sij P FpUijq. The sheaf condition implies that sij and si1j1 agree over

Uij ˆU Ui1j1 because it maps to Ui ˆU Ui1 and we have equality there. Hence psijq P Ȟ0ptUij Ñ Uu,Fq gives

rise to an element s P F`pUq. One easily verifies that s|Ui “ si.

Proof of (3) is immediate from the definitions because the sheaf property says exactly that every map

F Ñ Ȟ0pU ,Fq is bijective (for every covering U of U).

Statement (4) is now obvious.

Definition 5.3.7. Let T be a Grothendieck topology on a category C and let F be a presheaf of sets on C.
The sheaf F# :“ F`` together with the canonical map F Ñ F# is called the sheaf associated to F .
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Remark 21. Aside from the fact that F# is always a sheaf, this construction has the categorical properties

that sheafification should have. In fact, we have the following result:

Theorem 15. The canonical map F Ñ F# has the following universal property: For any map F Ñ G,
where G is a sheaf of sets, there is a unique map F# Ñ G such that F Ñ F# Ñ G equals the given map.

Proof. The association F Ñ pF Ñ F`q is a functor. In fact, if F Ñ G is a map of presheaves then one easily

checks that the following diagram commutes:

F F`

G G`.

Thus, we also have the following commutative diagram

F F` F``

G G` G``.

By Theorem 14, the lower horizontal maps are isomorphisms. The uniqueness follows from Lemma 5.3.6

which says that every section of F# locally comes from sections of F .

5.4 Direct and inverse image presheaves

Definition 5.4.1. Let u : C Ñ D be a functor between categories. We denote by

up : PShpDq Ñ PShpCq

the functor that associates to the presheaf G on D, the presheaf upG “ G ˝ u, called the direct image

presheaf of G.

Remark 22. For any object V P D, let IuV denote the category with objects,

ObpIuV q “ tpU, ϕq |U P C, ϕ : V Ñ upUqu

and morphisms,

MorIuV ppU, ϕq, pU 1, ϕ1qq “ tf : U Ñ U 1 morphism in C |upfq ˝ ϕ “ ϕ1u.

We sometimes drop the subscript u from the notation and we simply write IV . We will use these categories

to define the inverse image presheaf as a left adjoint to the functor up.

Lemma 5.4.2. Let u : C Ñ D be a functor between categories. Assume

(1) the category C has a final object X and upXq is a final object of D, and

(2) the category C has fiber products and u commutes with them.
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Then the index categories pIuV qopp are filtered.

Proof. We see that IV is a (possibly empty) disjoint union of directed categories. Hence it suffices to show

that IV is connected.

First, we show that IV is nonempty. Namely, let X be the final object of C, which exists by assumption.

Let V Ñ upXq be the morphism coming from the fact that upXq is final in D by assumption. This gives an

object of IV .

Second, we show that IV is connected. Let ϕ1 : V Ñ upU1q and ϕ2 : V Ñ upU2q be in ObpIV q. By

assumption, U1 ˆ U2 exists and upU1 ˆ U2q “ upU1q ˆ upU2q. Consider the morphism ϕ : V Ñ upU1 ˆ U2q

corresponding to pϕ1, ϕ2q by the universal property of products. Then the object ϕ : V Ñ upU1 ˆ U2q maps

to both ϕ1 : V Ñ upU1q and ϕ2 : V Ñ upU2q.

Definition 5.4.3. Given g : V 1 Ñ V in D we get a functor ḡ : IV Ñ IV 1 , by setting ḡpU, ϕq “ pU, ϕ ˝ gq on

objects. Given a presheaf F on C, we obtain a functor

FV : IoppV Ñ Sets, pU, ϕq ÞÑ FpUq.

In other words, FV is a presheaf of sets on IV . Note that we have FV 1 ˝ ḡ “ FV . We define

upFpV q “ lim
ÝÑ
IoppV

FV .

As a direct limit, we obtain for each pU, ϕq P ObpIV q a canonical map FpUq
cpϕq

ÝÝÑ upFpV q. For g : V 1 Ñ V

as above there is a canonical restriction map g˚ : upFpV q Ñ upFpV 1q compatible with FV 1 ˝ ḡ “ FV . It is

the unique map that for all pU, ϕq P ObpIV q the diagram

FpUq upFpV q

FpUq upFpV 1q

id

cpϕq

cpϕ˝gq

g˚

commutes. The uniqueness of these maps implies that we obtain a presheaf. This presheaf will be denoted

upF and called the inverse image presheaf of F .

Lemma 5.4.4. There is a canonical map FpUq Ñ upFpupUqq, which is compatible with restriction maps

(on F and on upF).

Proof. This is just the map cpidupUqq introduced above.

Remark 23. Note that any map of presheaves F Ñ F 1 gives rise to compatible systems of maps between

functors FV Ñ F 1
V and hence to a map of presheaves upF Ñ upF 1. In other words, we have defined a functor

up : PShpCq Ñ PShpDq.

Theorem 16. The functor up is a left adjoint to the functor up. In other words, the formula

MorPShpCqpF , upGq “ MorPShpDqpupF ,Gq
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holds bifunctorially in F and G.

Proof. Let G be a presheaf on D and let F be a presheaf on C. We will show that the displayed formula holds

by constructing maps either way. One can show that they are mutually inverse.

Given a map α : upF Ñ G, we get upα : upupF Ñ upG. By Lemma 5.4.4 there is a map F Ñ upupF . The

composition of the two gives the desired map. Note that by construction it is functorial in everything in

sight.

Conversely, given a map β : F Ñ upG, we get a map upβ : upF Ñ upu
pG. We claim that the functor upGY

on IY has a canonical map to the constant functor with value GpY q. Namely, for every object pX,ϕq of IY ,
the value of upGY on this object is GpupXqq which maps to GpY q by Gpϕq “ ϕ˚. This is a transformation of

functors because G is a functor itself. This leads to a map upu
pGpY q Ñ GpY q. Another trivial verification

shows that this is functorial in Y leading to a map of presheaves upu
pG Ñ G. The composition upF Ñ

upu
pG “ G is the desired map.
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Chapter 6

Cohomology of sheaves for

Grothendieck topologies

Valia Gazaki

6.1 Lecture 1

Let X “ pC, T q be a Grothendieck site (always assume C has fiber products). Goal: For an object U P C and

an abelian sheaf F on X to define sheaf cohomology tHipU,Fquiě0. Need:

1. Define the abelian categories PshpXq, ShpXq and the notion of exactness.

2. ”Proceed like in the topological space situation”, i.e. define HipU,´q “ ith right derived functor of

ΓpU,´q : ShpXq Ñ Ab,F ÞÑ FpUq

For 2, we need to show that ShpXq has enough injective objects (non-trivial).

Definition 6.1.1. 1. An abelian presheaf on F=contravariant functor F : C Ñ Ab, and PShpXq “

category of abelian presheaves on X (FACT: PShpXq is an abelian category). A sequence 0 Ñ F 1 Ñ

F Ñ F2 Ñ 0 in PShpXq is called exact if @U P ObpCq the sequence of abelian groups 0 Ñ F 1pUq Ñ

FpUq Ñ F2pUq Ñ 0 is exact.

2. An abelian sheaf F on X “ abelian presheaf such that the equalizer diagram holds: If tUi
ϕi

ÝÑ UuiPI

covering, then

FpUq Ñ
ź

i

FpUiq Ñ
ź

i,j

FpUi ˆU Ujq

is exact. (separated: if s P FpUq such that Fpϕiqpsq “ 0 for all i P I, then s “ 0. gluing: Write ϕij :

UiˆU Uj Ñ Ui, phiji : UiˆU Uj Ñ Uj . Suppose psiqiPI P
ś

i FpUiq is such that Fpϕijqpsiq “ Fpϕjiqpsjq

for all i, j, then there exists s P FpUq such that Fpϕiqpsq “ si.)
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Denote ShpXq “ category of abelian sheaves of X.

Fact: ShpXq is an abelian category.

• For a morphism F ϕ
ÝÑ G in ShpXq, kerϕ “ kerϕ in PShpXq, i.e. pkerϕqpUq “ kerpFpUq

ϕU
ÝÝÑ GpUqq is a

sheaf.

• Let a : PShpXq ÞÑ ShpXq, F ÞÑ F#p“ F`` “ θpθpFqqq be the sheafification functor. Existence

of cokernels: Let ϕ : F Ñ G morphism in ShpXq, we view ϕ as a morphism of presheaves, then

cokerϕpUq “ GpUq{ϕpFpUqq makes cokerp presheaf, we sheafify and have cokerϕ :“ pcokerpq#.

Remark 6.1.2. • A morphism ϕ : F Ñ G in ShpXq is epi ðñ cokerϕpUq “ 0 ðñ @U P C the map

ϕU : FpUq Ñ GpUq is not necessarily onto but @s P GpUq, D covering tUi
ϕi

ÝÑ Uui in J such that Gpϕiqpsq

is in the image of FpUiq
ϕUi

ÝÝÑ GpUiq.

• A sequence 0 Ñ F 1 ϕ
ÝÑ F ψ

ÝÑ F2 Ñ 0 is a short exact sequence in ShpXq ðñ kerϕ “ 0, kerψ “

imϕ, cokerψ “ 0 (i.e. ψ surjective ”locally on coverings”).

Note: imϕ “ pimϕpq# where imϕppUq “ impF 1pUq Ñ FpUqq.

Theorem 6.1.3. 1. The categories PShpXq, ShpXq have arbitrary limits and colimits.

2. The forgetful functor i : ShpXq Ñ PShpXq is left exact.

3. The sheafification functor a : PShpXq Ñ ShpXq is exact.

Proof. Same as topological spaces.

Note: a` i is an adjoint pair ùñ i is left exact and a is right exact. To show that a is left exact, it suffices

to show that θ : PShpXq Ñ PShpXq,F ÞÑ F` is left exact. Recall: For U P C, F`pUq “ lim
ÝÑ

Ȟ0pU,Fq.

Then lim
ÝÑ

exact means that it suffices to show for a fixed covering U “ tUi
ϕi

ÝÑ Uui, Ȟ0pU,´q is exact. This

follows by definition!

Remark 6.1.4. So far with this new notion of Grothendieck topology most stuff seems to generalize naturally.

We don’t have: stalks. For, we don’t work with a fixed topological space X and points x P X but rather we

use all objects U P C.

Recall: For X top space, ShpXq has enough injectives, this was shown using: F P ShpXq ùñ for each x P X

let ix : Fx ãÑ Ix “ injective Z-mod. Take αx : txu ãÑ Ix closed embedding, and then ´ Ñ F Ñ pαxqxpIxq “

injective! (i.e. construction of injective objects used stalks) Next: Will show PShpXq, ShpXq have enough

injectives using a method of Grothendieck.

Lemma 6.1.5 (Definition). Let A be an abelian category. A family pEiqiPI of objects of A is called a family

of generators if the following 2 equivalent conditions hold:
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1. The functor

ϵ : A Ñ AbGp,

given by A ÞÑ
ś

iPI HomApEi, Aq is faithful, i.e. @A,A1 P A the map:

HomApA,A1q Ñ HomAbp
ź

iPI

HomApEi, Aq,
ź

iPI

HomApEi, A
1qq,

given by rφ : A Ñ A1s ÞÑ rpfi : Ei Ñ Aqi ÞÑ pϕ ˝ fiqis is injective.

2. @A P A and every B Ĺ A, there exists i P I and there exists a morphism Ei
λi

ÝÑ A such that λi does

not factor through B.

Proof. a ùñ b: Let B Ĺ A in A, then we have a short exact sequence 0 Ñ B
ι

ÝÑ A
π

ÝÑ A{B Ñ 0 with

A{B ‰ 0. Then π P HomApA,A{Bq, π ‰ 0, so by faithfulness there exists i P I such that π˚ : HompEi, Aq Ñ

HompEi, A{Bq is ‰ 0. Hence there exists f : Ei Ñ A such that Ei
f

ÝÑ A
pi

ÝÑ A{B which means f does

not factor through B. b ùñ a: Let A,A1 P A and f P HomApA,A1q such that f˚,i : HomApEi, Aq Ñ

HomApEi, A
1q is zero @i P I. If f ‰ 0, then ker f Ĺ A, take B “ ker f and apply (2).

Example 6.1.6. R “ unital ring, A “ left R-mods, then tE “ Ru is a generator for A.

Proof. A ϵ
ÝÑ AbGp,A ÞÑ HomRpR,Aq » A ùñ ϵ “ forgetful functor and its clearly faithful.

Definition 6.1.7. We sat the category A has the property:

(AB3) : if any
À

iPI Ai exist in A

(AB4) : if (AB3) holds and forming direct sum is an exact functor

(AB5) : if (AB3) holds and taking lim
ÝÑ

is exact.

Similarly, pAB3˚q ´ pAB5˚q are defined dually using products/ limits.

Definition 6.1.8. An abelian category A is called a Grothendieck category if (AB5) holds and A has a

family of generators.

Remark 6.1.9. If A is Grothendieck, then A has a single generator E. For, if tEiuiPI is a family of

generators, set E “
À

iEi, then
ś

iHomApEi, Aq » HomApE,Aq.

Theorem 6.1.10. If A is Grothendieck, then A has enough injectives, i.e. @A inA, DI injective object such

that 0 Ñ A
f

ÝÑ I in A. (Recall: I is injective ðñ HomAp´, Iq is exact ðñ @0 Ñ A Ñ B in A the map

HomApB, Iq Ñ HomApA, Iq Ñ 0 is exact.

Proof. Lecture 2.

Theorem 6.1.11. Let X “ pC, T q be a site. Then PShpXq and ShpXq have enough injectives.

Proof. STS PShpXq, ShpXq are Grothendieck. (AB5) follows similarly to topological spaces. Need to con-

struct a family of generators.
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1. Generators for PShpXq : Let U P C. Consider the presheaf ZpU : V P C ÞÑ
À

V
f

ÝÑU
Z ¨ f :“ ZpU pV q.

Note:

(a) ZpU is a presheaf with restriction maps: if V
ϕ

ÝÑ W in C, then ZpU pW q
ZpU pϕq

W
V

ÝÝÝÝÝÑ ZpU pV q,Z ¨ f ÞÑ

Zpf ˝ ϕq.

(b) There exists a canonical map β : HomPShpXqpZpU ,Fq Ñ FpUq. For, let Φ : ZPU Ñ F morphism

of presheaves, then ΦI : ZPU pUq Ñ FpUq, take ΦU p1 ¨ idU q P FpUq. We claim that β is an

isomorphism, i.e.e ZpU represents the functor PShpXq
ΓpU,´q

ÝÝÝÝÑ Ab,F ÞÑ FpUq.

Proof. STS every homomorphism ZpU
Φ

ÝÑ F is fully determined by ΦU p1 ¨ idU q P FpUq. Let

Φ : ZpU Ñ F . Let V P C. If there does not exists a morphism V Ñ U , then ZpU pV q “ 0 and

ΦV “ 0, so assume DV
f

ÝÑ U , and we want to see how ΦV |Z¨f is defined. We have

à

U
s

ÝÑU

Z ¨ s “ ZpU pUq
f˚

ÝÝÑ ZpU pV q “
à

V
f 1

ÝÑU

Z ¨ f 1

Observe: Z ¨ idU ÞÑ Z ¨ f by definition. Moreover, since Φ is a presheaf homomorphism we have

the following commutative diagram:

ZpU pUq FpUq

ZpU pV qq FpV q

ZpU pfq

ΦU

ΦV

Fpfq

Hence Φvp1 ¨ fq “ FpfqpΦU p1 ¨ idU qq by commutativity and everything is fully determined by

ΦU p1 ¨ idU q.

Next we claim that the family tZpUuUPC are generators of PShpXq

Proof. The functor ϵ : PShpXq Ñ Ab,F ÞÑ
ś

UPC HomPShpXqpZpU ,Fq “
ś

UPC FpUq is faithful.

For, let F Φ
ÝÑ F 1, Φ ‰ 0 ùñ Du P C such that ΦU ‰ 0.

2. Generators for ShpXq: Define ZU “ pZpU q#. Using adjunction between forgeful functor and #, ZU
represents ΓpU,´q on ShpXq.

6.2 Lecture 2

Theorem 6.2.1. Let A be an abelian category which is Grothendieck. Then A has enough injective objects.

Reminders:

1. I P A is injective ðñ HomAp´, Iq is exact ðñ we have the following commutative diagram in A

0 B A

I

f
Df̃
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2. A is Grothendieck ðñ A has family of generators and satisfies AB5.

3. A Grothendieck ùñ A has a single generator U P A, i.e. the functor ϵ : A Ñ AbGp,A ÞÑ HomApU,Aq

is faithful ðñ @B Ĺ A in ADf : U Ñ A such that fpUq Ę B.

Proposition 6.2.2. Suppose A is Grothendieck. Let I P A. Then I is injective ðñ we always have the

following commutative diagram

0 V U “ generator

I

f

Df̃“extension of f

i.e. enough to check condition for 0 Ñ V Ñ U .

Proof. Let

0 B A

I

f

in A. We want to show that f extends to f̃ : A Ñ I. Let P “ tg : B1 Ñ I such that B Ă B1 Ă A and g|B “

fu, Then P ‰ H since f P P since f P P. Because A has colimits, we can apply Zorn’s lemma and obtain

that P has a maximal element. We may assume that f : B Ñ I is maximal. Now we want to show that

B “ A. Suppose not, then B Ĺ A. U is a generator implies that there exists j : U Ñ A such that jpUq Ę B.

Set B1 “ B` jpUq so that B Ĺ B1 Ă A. We will sow that f extends to B1 (which gives us the contradiction).

Let V “ j´1pBq, then there exists a commutative diagram

0 V U

0 B B1

I

f

j j

Dh

So we get V
ψ

ÝÑ U ˆ B
ϕ

ÝÑ B1 Ñ 0, v ÞÑ pv,´jpvqq and ϕpU, bq “ jpUq ` b. Claim: The above sequence is

exact:

• j : U ↠ B1 by definition

• pu, bq P kerϕ ðñ b “ ´jpuq ùñ u “ j´1pBq “ V . We have

V U ˆB B1 0

I I

ψ ϕ

f̃ gpwantq

So it is enough to construct f̃ : UˆB Ñ I such that f̃˝ψ “ 0. Define f̃ : UˆB Ñ I, pu, bq ÞÑ hpuq`fpbq.

Note that f̃pψpvqq “ f̃pv,´jpvqq “ hpvq ´ f ˝ jpvq “ f ˝ jpvq ´ f ˝ jpvq “ 0.
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Sketch of proof of Theorem 6.1.10. Will construct (not additive) functor I : A Ñ A with IpAq injective for

all A P A and 0 Ñ A Ñ IpAq. Step 1: Let A P A, then define SpAq :“ tgi : Vi Ñ A where 0 Ñ Vi Ñ Uu.

Consider SpAq as an index set, and consider the morphism ϵ1 :
À

Vi Ñ A ˆ p
À

SpAq Uq, vi ÞÑ p´gipviq, viq.

Let I1pAq :“ cokerpϵ1q. Let fpAq : A ãÑ A ˆ p
À

SpAq Uq ↠ I1pAq, a ÞÑ ra, 0s. Easy check: fpAq is injective

(follows by AB4,AB5). Key Property: For every gi P SpAq we have a diagram

0 Vi U

0 A I1pAq

gi Dg̃i

fpAq

Proof. fpAq ˝ gipViq “ rgipViq, 0s and since r´gipViq, Vis “ 0 in I1pAq, we have fpAq ˝ gipViq “ r0, Vis and so

g̃i : U Ñ I1pAq, u ÞÑ r0, us (ith component).

Next: Define an inductive process using transfinite induction.

Construction: For any ordinal number i define an object IpAq P A and for 2 ordinal numbers i ď j an

injective morphism IipAq ãÑ IjpAq such that for i ă i0 “fixed ordinal tIipAquiăi0 forms an inductive system.

• For i “ 0, I0pAq “ A.

• For i “ 1, I1pAq, I0pAq “ A
fpAq

ãÝÝÝÑ I1pAq as in Step 1.

• If the construction has been carried out for ordinals ă i and i “ j ` 1, set IipAq “ I1pIjpAqq and

IjpAq
fpIjpAqq

ãÝÝÝÝÝÑ I ` ipAq

Let k be the smallest ordinal number whose cardinality is larger than the set of all subobjects of U . Take

IpAq :“ IkpAq (If i is limit ordinal then set IipAq “ lim
ÝÑjăi

IjpAq). Claim: IpAq is injective. Sketch: Previous

proposition shows that it is enough to consider the diagrams

0 V U

IkpAq “ IpAq

g
Dg̃

Idea: Show p˚qgpV q Ă IipAq for some i ă k. If yes, apply step 1.

0 V U

0 IipAq IpIipAqq Ii`1pAq Ă IkpAq

g Dg̃i

fpI1pAqq
“

For (*): AB5 ùñ V “ lim
ÝÑiăk

g´1pIipAqq. The set of subobjects of V has cardinality ă k ùñ

lim
ÝÑiăk

g´1pIi0pAqq for some i0 ă k (otherwise V would have cardinality k).
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6.2.1 Sheaf Cohomolgy

Recall: If ϕ : F Ñ G morphism in ShpXq, X “ pC, T q a site, then kerϕ “ kerϕp, i.e. pkerϕqpUq “ kerϕU for all

U P C. While cokerϕ “ pcokerϕpq#. In general for U P C, the functor ΓpU,´q : ShpXq Ñ AbGp,F ÞÑ FpUq

is left (but not right) exact. Define: HipU,´q :“ RiΓpU,´q “ith right derived functor of ΓpU,´q, i.e.

for F P ShpXq take an injective resolution 0 Ñ F Ñ I1 Ñ I2 Ñ . . . , get a complex of abelian groups

0 Ñ I1pUq
ϕ1

ÝÑ I2pUq
ϕ2

ÝÑ . . . , and define HipU,Fq :“ ker di

imdi´1 . Note that H0pU,Fq “ ker d1 “ FpUq.

Similarly to the case of topological spaces, 2 different injective resolutions give chain homotopic complexes

and so the cohomological groups are independent of choice.

Example 6.2.3. X topological space, and X the induced Grothendieck site (where coverings=open covers in

traditional sense). Then HipU,Fq “usual sheaf cohomology groups as defined earlier for U P OppXq.

Direct+Inverse image sheaves

Let X “ pC, T q,X1 “ pC1, T 1q. Let f : X Ñ X1 be a morphism of sites. Recall: This means f : C Ñ C1 is a

covariant functor such that

1. tUi
gi

ÝÑ UuiPI PCov(C) ùñ tfpUiq
fpgiq

ÝÝÝÑ fpUqui PCov(C1).

2. For tUi
gi

ÝÑ Uui PCov(C) and V Ñ U morphism in C, we have fpUi ˆU V q
„

ÝÑ fpUiq ˆfpUq fpV q.

Wojciech’s Lecture: f induces morhpsim fp : PShpX1q Ñ PShpXq with fpFpUq “ FpfpUqq for U P C,F P

PShpX1q.

Proposition 6.2.4. Suppose F is a sheaf on X1. Then fpF is a sheaf on X, i.e. f induces a morhpsim

fs : ShpX1q Ñ ShpXq.

Proof. Let U “ tUi
gi

ÝÑ Uui PCov(C). We want to show that

fsFpUq
ś

i f
sFpUiq

ś

i,j f
sFpUi ˆU Ujq

FpfpUqq
ś

i FpfpUiqq
ś

i,j FpfpUi ˆU Ujqq
ś

i,j FpfpUiq ˆfpUq fpUjqq

Ñ

Ñ »
“ “ “

is exact. Then the claim follows by (1) from the previous recall since tfpUiq
fpgiq

ÝÝÝÑ fpUqui is a covering in C1

and F is a sheaf on X1.

Inverse Image

Define: fs : ShpXq Ñ ShpX1q,F ÞÑ pfpFq#. Recall: pfpFqpV q “ lim
ÝÑIopv

Fv “ lim
ÝÑpU,φqPIopv

FpUq where Iv has

objects pU,φq such that U P C, φ : V Ñ fpUq.

Proposition 6.2.5. 1. fs is left adjoint to fs and hence fs is right exact, fs is left exact.
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2. fs commutes with colimits. If fs exact, then fs(injective)=injective.

Proof. 1. Let F P ShpXq,G P ShpX1q. We want to show that

HomShpX1qpfsF ,Gq HomShpXqpF , fsGq

HomPShpX1qpfpF ,Gq HomPShpXqpF , fpGq

»

» “

»

where the equality follows since fpG is a sheaf and the isomorphism on the second row follows from

Wojciech’s results.

Definition 6.2.6. RifsF “ith derived functor of fs=HipfsI‚q, I‚ “injective resolution of F .

Remark 6.2.7. The functors fs, fs correspond to f˚, f
´1 for traditional spaces. The notation confustion

stems from: If X
f

ÝÑ Y continuous map of topological spaces, then we have f : OppY q Ñ OppXq, U ÞÑ f´1pUq

morphism of sites.

Remark 6.2.8. Additional Properties of cohomology:

1. As usual if X site and have short exact sequence 0 Ñ F 1 Ñ F Ñ F2 Ñ 0 in ShpXq, then we can get a

long exact sequence for every U P C,

0 Ñ H0pU,F 1q Ñ H0pU,Fq Ñ H0pU,F2q
δ

ÝÝÝÝÝÝÝÑ
connecting

H1pU,F 1q Ñ . . .

2. Similarly for a morphism of sites X
f

ÝÑ X1 and every short exact sequence 0 Ñ F 1 Ñ F Ñ F2 Ñ 0 in

ShpX1q, we get a long exact sequence

¨ ¨ ¨ Ñ RnfsF 1 Ñ RnfsF Ñ RnfsF2 δ
ÝÑ Rn`1fsF 1 Ñ . . .

Theorem 6.2.9. Let X be a site and F P ShpXq. Let g : V Ñ U be a morphism in C. Then there exists a

canonical restriction homomorphism g˚ : HipU,Fq Ñ HipV,Fq for all i ě 0. For i “ 0, the map coincides with

FpUq Ñ FpV q the restriction map of F . Thus we obtain an abelian presheaf HipFq : C Ñ Ab,U ÞÑ HipU,Fq.

Proof. Since Hip´,Fq was constructed using injective resolutions, we ahve a universal δ-functor. Thus, the

result follows by universality (as for topological spaces). Since for i “ 0 we have

H0pU,Fq H0pV,Fq

FpUq FpV q

“ “

restriction

g˚ extends to g˚ : Hi ˚ pU,Fq Ñ HipV,Fq, for all i ě 0.

Theorem 6.2.10. Let f : X Ñ X1 morphism of sites. Then for all F P ShpX1q and for all i ě 0, RifsF “

sheaf associated to the presheaf U ÞÑ HipfpUq,Fq.
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Proof. Let 0 Ñ F Ñ I0 Ñ Ii Ñ . . . injective resolution of F in ShpX1q. Then we get a complex in ShpXq:

0 Ñ fsI0 Ñ fsI1 Ñ fsI2 Ñ . . .

and RifsF “
kerpfsIiÑfsIi`1

q

impfsIi´1ÑfsIiq “ kerp

pimpq#
“

`

kerp

imp

˘#
. . . .

6.3 Lecture 3

Reminders:

1. Let X “ pC, T q Grothendieck site, we showed that ShpXq has enough injectives, so for U P C, F P ShpXq

we defined sheaf cohomology groups HipU,Fq :“ RiΓpU ă Fq. we sometimes use notation HipT ;U,Fq

to remember the site. If C has final object e, write HipT ,Fq :“ HipT ; e,Fq.

2. Grothendieck spectral sequence (composition of functors). Suppose A,B, C abelian categories with

A, B having enough injectives. Let A F
ÝÑ B G

ÝÑ C be composition of 2 left exact functors. Suppose

F pinjectiveq “ G-acyclic, then we get a spectral sequence Ep,q2 “ pRpG ˝RqF qpAq ñ Rp`1pG ˝ F qpAq,

and there exists edge homomorphisms Eh,02 Ñ En, En Ñ E0,n
2 .

Example 6.3.1. X “ topological space, C “ OppXq “ tU open Ă Xu. Then T “ topen coveringsu ùñ X

is a final object of C. F P ShpC, T q is the usual sheaf on X and HipT ,Fq “ HipX,Fq as previously defined.

Example 6.3.2 (Main example). G group, TG “ Grothendiect topology on left G-sets. Recall: there exist

and equivalence of abelian categories:

ShpTGq
„

ÝÑ tleft G-modulesu

F ÞÑ FpGq

HomGp´, Aq ÐSS A

TG has a final object e “ 1´element G-set, so HipTG,Fq “ HipT ; e,Fq. Consider the composition of

functors:

tleft G-modsu
Ψ

ÝÑ ShpTGq
Γpe,´q

ÝÝÝÝÑ Ab,A ÞÑ HomGp´, Aq,F ÞÑ Γpe,Fq

Note: Γpe,HomGp´, Aq “ HomGpe,Aq “ AG ùñ Γpe,´q ˝Ψ “ p qG G-invariants, so for A a left G-module

RnpΓpe,´q ˝ ΨqpAq “ HnpG,Aq. Grothendieck spectral sequence gives edge homomorphisms ϕn : En,02 Ñ

En, and so HnpTG,HomGp´, Aqq Ñ HnpG,Aq. Because the functor Ψ is a n equivalence between abelian

categories, it is exact, and so the ϕn are » for all n. Thus, using the new language of Grothendieck sites we

recovered group cohomology!

6.3.1 The Hochschild-Serre spectral sequence

Suppose H ŸG. Consider the composition of functors

tG-modsu
Φ

ÝÑ tG{H-modsu
Ψ

ÝÑ AbGps
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A ÞÑ AH ÞÑ BG{H

Note 1: RiΦpAq “ HipH,Aq

Note 2: Ψ ˝ ΦpAq “ AG ùñ RipΨ ˝ Φq “ HipG,Aq.

Hence we get a Grothendieck spectral sequence:

Epq2 “ HipG{H,HqpH,Aqq ñ Hp`qpG,Aq

for A P G-mods.

5-lower term exact sequence:

0 Ñ H1pG{H,AHq Ñ H1pG,Aq Ñ H1pH,AqG{H Ñ H2pG{H,AHq Ñ H2pG,Aq.

Q: How to compute group cohomology? Use relation to Čech!

6.3.2 Čech Cohomology

X “ pC, T q be a site. Let U P C and U “ tUi
ϕi

ÝÑ UuiPI be a covering. Let F P PShpXq. Recall from previous

section that Ȟ0pU,Fq :“ kerp
ś

iPI FpUiq Ñ
ś

i,j FpUiˆU Ujq. Thus: If F is a sheaf, then Ȟ0pU,Fq “ FpUq.

Consider this as a functor:

PShpXq
ȞpU,´q

ÝÝÝÝÝÑ Ab

F ÞÑ ȞpU,Fq

It is left exact and if we precompose with the forgetful functor ShpXq
i

ÝÑ PShpXq we get a composition of

left exact functors. Note: Ȟ0pU,´q ˝ i “ ΓpU,´q : ShpXq Ñ Ab.

Definition 6.3.3. Let F be a presheaf. Define ȞqpU,Fq :“ RqȞ0pU,´q “ right derived functors of Ȟ0pU,´q.

Description in terms of cochains: For q ě 0 define the group of q-cochains with values in F :

ČqpU,Fq :“
ź

pi0,...,iqqPIq`1

FpUi0 ˆU . . .ˆU Uiq q

and the differential dq : ČqpU,Fq Ñ Čq`1pU,Fq is defined as follows: For each j P t0, . . . , qu let ĵ : Ui0 ˆU

. . .ˆU Uiq Ñ Ui0 ˆU ¨ ¨ ¨ˆU Ûij . . .ˆU Uiq be the projection. F presheaf implies we get the restriction map Fpĵq :

FpUi0 ˆU ¨ ¨ ¨ˆU Ûij . . .ˆU Uiq q Ñ FpUi0 ˆU . . .ˆU Uiq q and dqpsq “
řq`1
j“0p´1qjFpĵqpsi0 , . . . , îj , . . . , iq`1q. This

way we get a complex:

0 Ñ Č0pU,Fq
d0

ÝÑ Č1pU,Fq
d1

ÝÑ . . .

Theorem 6.3.4. ȞipU,Fq is the cohomology of the above complex, i.e. for all q ě 0,

HqpU,Fq “
ker dq

imdq´1

.

Sketch of proof. Set H̃qpU,Fq “ ker dq{imdq´1. It satisfies the functoriality for morphisms of presheaves
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θ : F Ñ G, so it gives an additive functor PShpXq Ñ Ab,F ÞÑ H̃qpU,Fq. Claims:

1. The sequence tH̃qpU,Fquqě0 forms a cohomological δ-functor (i.e. gives long exact sequence in Ab for

each short exact sequence in PShpXq.

2. H̃, Ȟ agree on q “ 0 (clear from definition).

3. Both tH̃qpU,Fquqě0, tȞ
qpU,Fquqě0 are universal δ-functors. Hence, since they agree on H0 they agree

everywhere.

Pf of claim 3. tȞquqě0 universal is clear since Ȟq is the right derived functor of the left exact functor

PShpXq Ñ Ab. For tH̃quqě0, need to show the functor is effaceable, i.e. for q ě 0 there exists a

monomorphism 0 Ñ F Ñ F2 in PShpXq such that H̃qpU,F2q “ 0. Suffices to show that H̃qpU, Iq “ 0

for all I injective presheaves. Recall from Lecture 1 (Valia): The presheaf ZpU represents the functor

PShpXq Ñ Ab,F ÞÑ FpUq where ZpU pV q “
À

V
f

ÝÑU
Z ¨ f , i.e. FpUq » HomPShpXqpZpU ,Fq. Suppose I

is injective, the the complex for I becomes:

¨ ¨ ¨ Ñ IpUi0 ˆI ¨ ¨ ¨ ˆU Uiq q
dq

ÝÑ IpUi0 ˆU ¨ ¨ ¨ ˆU Uiq`1
q Ñ . . .

¨ ¨ ¨ Ñ HomPShpZpUi0ˆI ¨¨¨ˆUUiq
, Iq

dq
ÝÑ HomPShpZpUi0ˆU ¨¨¨ˆUUiq`1

, Iq Ñ . . .

I injective implies that the above complex is exact is ¨ ¨ ¨ Ð ZpUi0ˆI ¨¨¨ˆUUiq
Ð ZpUi0ˆU ¨¨¨ˆUUiq`1

Ð . . . is

exact in PShpXq, which holds if and only if for all V P C, the complex

¨ ¨ ¨ Ð ZpUi0ˆI ¨¨¨ˆUUiq
pV q Ð ZpUi0ˆU ¨¨¨ˆUUiq`1

pV q Ð . . .

is exact in Ab (skip the proof of this exactness).

6.3.3 From Čech to Sheaf Cohomology

Have composition of functors ShpXq
i

ÝÑ PShpXq
ȞqpU,´q

ÝÝÝÝÝÑ Ab. Write Rqi “ Hqp q so for each F sheaf obtain

a preheaf HqpFq with H0pFq “ ipFq “ F as a presheaf. Note: Let I be an injective sheaf. It follows from

the proof of Thm 6.3.4 that ȞqpU, Iq “ 0 for all q ą 0 i.e. ipIq is Ȟ0pU,´q-acyclic, and so we obtain the

Grothendieck spectral sequence

Ep,q2 “ ȞqpU,HqpFq ñ Ep`q “ Hp`qpU,Fq

which is functorial in F and the edge homomorphisms HppU,Fq Ñ HppU,Fq.

Corollary 6.3.5. Let U “ tUi Ñ UuiPI be a covering in T and F P ShpXq such that HqpUi0 ˆU ¨ ¨ ¨ ˆU

Uir ,Fq “ 0 for all q ą 0 and pi0, . . . , irq P Ir`1. Then the edge homomorphisms HppU,Fq Ñ HppU,Fq are

isomorphisms for all p.
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Example 6.3.6. TG, e “ 1-element G-set. Consider the covering tG ↠ eu in TG. We get the edge

homomorphisms for A “ left G-module

HpptG Ñ eu,HomGp´, Aqq Ñ HppG,Aq

. We want to show ». By the corollary, it suffices to show that HqpG ˆe ¨ ¨ ¨ ˆe G,HomGp´, Aqq “ 0.

HqpG,HomGp´, Aqq: As before this is the qth right derived functor of the composition:

tleft G-modsu Ñ ShpTGq Ñ Ab

A ÞÑ HomGpG,Aq » A as abelian groups

This is just the forgetful functor which is exact, and so HqpG,HomGp´, Aqq “ 0 for all q ą 0. Similar

argument holds for the other cases.

We can use this to compute group cohomology via cochains: HpptG Ñ eu,HomGp´, Aqq computed via the

Čech complex:

0 Ñ HomGpG,Aq
d0

ÝÑ HomGpGˆe G,Aq . . .

d0pfqpσ, τq “ τa´ σaq, d1fpρ, σ, τq “ fpτ, ρq ´ fpσ, ρq ` fpσ, τq, etc...

Remark 6.3.7. This Čech complex recovers computation obtained by projective resolution P‚ : ¨ ¨ ¨ Ñ P1 Ñ

ZG Ñ Z Ñ 0, Pr “free Z´mod with basis the r ` 1-tuples pg0, . . . , grq P Gr`1 with diagonal action. We

showed the above complex is a projective resolution of Z as a trivial ZrGs´module in previous years. Then

HipG,Aq “ HipHomGpP‚, Aqq for all A G-module.
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